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Machine Comprehension
of Spoken Content

You 13 Y. edX

coursera
300 hrs multimedia is
uploaded per minute. More than 2000 courses
(2015.01) on Coursera

» Nobody is able to go through the data.

» In these multimedia, the spoken part carries
very important information about the content.

» We need machine to listen to the audio data,
understand it, and extract useful information for
humans.



Overview
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Deep Learning in One Slide

» Fully connected feedforward network

Many kinds of » Convolutional neural network (CNN)
networks:
» Recurrent neural network (RNN)
Vector
They are
Matrix m y,
functions.
Vector Seq
How to find Given the examples of inputs/outputs as

the function?  (training data): {(x,,y,),(x,,Y,), -----. » (X1000Y1000)}



Speech Recognition

Spoken
Content

Speech
Recognition

] (lHi”

Text ‘u

“lam fine”

1 “Good bye”




Typical Deep Learning Approach

* The hierarchical structure of human languages

what do you think

Phoneme: ‘

hhwaat duw yuw thihngk

Tri-phone: / \

...... t-d+uw d-uw+y  uw-y+uw y-uw+th ......

t-d+uwl t-d+uw?2 t-d+uw3 d-uw+yl d-uw+y2 d-uw+y3
State:




Typical Deep Learning Approach

* The first stage of speech recognition
 Classification: input — acoustic feature, output — state

LA W -

Determine the state
each acoustic feature
belongs to

00

Acoustic
feature

States: a a a b b ¢ ¢



Typical Deep Learning Approach

» DNN input:

One acoustic feature
P(alx) P(b|x) P(c|x) -

» DNN output:
m: Probability of each state

Size of output layer

= No. of states DNN _ CNN




Very Deep

MSR

VGG Net (85M
Parameters)

Residual-Net(38M
Parameters)

LACE (65M
Parameters)

14 weight layers

A9 weight layers

22 weight layers

40x41 input 40%41 input 40x61 input
3—conv3x3,96 | 3—[convi1xl, 64 5—conv 3x3, 128
conv 3x3, 64
conv 1x1, 256]
Max pool 4 —[conv 1x1, 128 5—conv 3x3, 256
conv 3x3, 128
conv 1x1, 512]
4 —conv3x3,192 | 6—[conv 1x1, 256 5—conv 3x3,512
conv 3x3, 256
conv 1x1, 1024]
Max pool 3—[conv1x1,512 5—conv 3x3, 1024
conv 3x3, 512
conv 1x1, 2048]
4 —conv 3x3, 384 | Average pool 1-conv3x4,1
Max pool Softmax (9000) Softmax (9000)
2—FC—4096

Softmax (9000)




Human Parity!

° T}%ﬁi}k%ﬁ%%ﬁ%ﬂﬁi?ﬁ?&ﬁﬁéijﬁEI%EEBE' R v = A A iy e Dl |
7K 1 (2016.10) -
* https://www.bnext.com.tw/article/41414/bn-2016-10-19-020437-216

* Dong Yu, Wayne Xiong, Jasha Droppo, Andreas Stolcke , Guoli Ye, Jinyu Li,
Geoffrey Zweig, “Deep Convolutional Neural Networks with Layer-wise
Context Expansion and Attention”, Interspeech 2016

* IBM vs Microsoft: '"Human paritv' sneech recoenition record
changes hands again (2017.0:

* http://www.zdnet.com/article/ibm-vs-microsoft-human-parity-
speech-recognition-record-changes-hands-again/

* George Saon, Gakuto Kurata, Tom Sercu, Kartik Audhkhasi, Samuel
Thomas, Dimitrios Dimitriadis, Xiaodong Cui, Bhuvana
Ramabhadran, Michael Picheny, Lynn-Li Lim, Bergul Roomi, Phil Hall,
“English Conversational Telephone Speech Recognition by Humans
and Machines”, arXiv preprint, 2017




End-to-end Approach - Connectionist
Temporal Classification (CTC)

e Connectionist Temporal Classification (CTC) [alex Graves,

ICML 06][Alex Graves, ICML 14][Hasim Sak, Interspeech’15][Jie Li,
Interspeech’15][Andrew Senior, ASRU’15]

Problem?

Output: “4F#&” (character sequence)

1

Why can’t it be

Y b
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(vector
Input:
sequence)
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End-to-end Approach - Connectionist
Temporal Classification (CTC)

e Connectionist Temporal Classification (CTC) [alex Graves,

ICML'06][Alex Graves, ICML 14][Hasim Sak, Interspeech’15][Jie Li,
Interspeech’15][Andrew Senior, ASRU’15]

AT Add an extra symbol “®" i

' representing “null” "




Proposed Approaches

e DNN + structured SVM

* [Meng & Lee, ICASSP 10]

* DNN + structured DNN

* [Liao & Lee, ASRU 15]

* Neural Turing Machine
* [Ko & Lee, ICASSP 17]

Output

vectors and scalars

(prediction of Ve controlling the memory
the next word) V Ky Be Go Se Ve € Qp
= |
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(a) use DNN phone posterior as acoustic vector

speech signal

feature extraction

| input layer

[ hiddenlayerh,
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| output layer
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1-of-N encoding

How to represent each word as a vector?

1-of-N Encoding lexicon = {apple, bag, cat, dog, elephant}

The vector is lexicon size. apple = :_1 0 0 0 O]
Each dimension corresponds bag =[0 1 0 0 0]
to a word in the lexicon cat =[0 0 1 0 O
The dimension for the word dog =[0 0 0 10
is 1, and others are O elephant =[0 0 0 O 1]




Word Embedding

* Machine learns the meaning of words from reading
a lot of documents without supervision

Word Embedding

o tree

o flower

do :
orun g. .rabblt

Ojump




Word Embedding

* Machine learns the meaning of words from reading
a lot of documents without supervision

A word can be understood by its context

You shall know a word
by the company it keeps

{'éﬁi‘%ﬁﬂme

something very similar

L1 5205 S

ZXH 520 E LRI




Prediction-based

Collect data:

HIK BT BE AIE ...
AR AZE H ..
~EE \E .

HIZK

BT

RL

EEX

EL

A



Prediction-based

You shall know a word
by the company it keeps

0. 2,
1 \_./
1 E Z
\0 =

The probability
. > for each word as

ZHL the next word w;
or “ = Y/
T ERETIN
RS should have large
. robabilit
Training text: P Y
o BEHT EERR ... se i
Wi-l Wi %—H-j_l_‘
...... BT EER ... .
W4 W. Zy



Word Embedding

0S5r
0.4} 5"38"1 @‘h‘“‘-~.h-----q
oz} Germany *— Rome
—o Berlin
01
Tu'.key .\
Ok » Ankara
Bl | Russia o
o Moscow

ozt GCanada = *Ottawa
sl Japan ¢ ~Tokyo
04} Vietham o— — Hanoi

China *Beijing
-0-%8 -08 04 02 0 02 04

fallen

Xi;j;ll

fell

given
ive
taken
ake
gave

took

Source: http://www.slideshare.net/hustwj/cikm-keynotenov2014
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Word Embedding

V(Germany)

e Characteristics ~ VV(Berlin) — V(Rome) + V(Italy)

V(hotter) — V(hot) = V(bigger) — V(big)
V(Rome) — V(Italy) = V(Berlin) — V(Germany)
V(king) — V(queen) = V(uncle) — V(aunt)

* Solving analogies

Rome : Italy = Berlin : ?

Compute V(Berlin) — V(Rome) + V(Italy)
Find the word w with the closest V(w)




Demo

* Machine learn the meaning of words from reading
a lot of documents without supervision

i
i II| ‘ ﬁ
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Sentiment Analysis

Sentiment Analysis

R . .
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Recurrent Neural Network

* Recurrent Structure: usually used when the input is a
sequence

No matter how long the
input sequence is, we
only need one function f






Demo



Summarization

Spoken
Content

[Yu, et al., SLT 16]
[Lu, et al., Interspeech 17]

Speech
Recognition



Summarization

* Deep Neural Network: stack many layers of neurons
* Each neuron is a simple function

Extractive Summaries

[Lee, et al., Interspeech 12]

[Lee, et al., ICASSP 13]

[Shiang, et al., Interspeech 13]

Audio File
to be summarized

deep learning is powerful

This iIs the summary.

Input Layer 1 Layer 2 LayerL  Output

» Select the most informative segments to form a compact

version

> Machine does not write summaries in its own words



Abstractive Summarization

 Now machine can do abstractive summary (write
summaries in its own words)

* Title generation: abstractive summary with one

sentence

Training

Data
title generated

by machine « t =

(in its own words) Wlthout hand-
crafted rules




Sequence-to-sequence Learning

* Sequence to sequence learning: Both input and output are
both sequences with different lengths.

How are you? Machine Learning

\ /




Sequence-to-sequence Learning

Machine Learning

\

output sequence (T£ )
T}Q‘% |:: ,@, _J_J

vector T
sg=jaagvll RNN Encoder —»I—»

| *ﬂé
Input sequence( F37) e (Encoder Decoder

AR S?)

ElLE S

1l

O



Sequence-to-sequence Learning

e Both input and output are both sequences with different
lengths. - Sequence to sequence learning

* E.g. Machine Translation (machine learning>123£83)

= o Containing all
= = information about
o G input sequence



Sequence-to-sequence Learning

e Both input and output are both sequences with different
lengths. - Sequence to sequence learning

aulysew —
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* E.g. Machine Translation (machine learning—>f4&23

a

v

\

Don’t know when to stop

(i3




Sequence-to-sequence Learning

PEREFE R pUEHE S TPy —FRERIR DT - BLHERS A S DUE SR A [E]
B EHESC TR BT SRR - EDUAREDE
FEA A RE R ER)



Sequence-to-sequence Learning

* Both input and output are both sequences with different
lengths. —> Sequence to sequence learning

* E.g. Machine Translation (machine learning>f#z328%)

.
T T

= ) \j u u U

Q Q

;:} g Add a symbol “===* (&)
D 0Q

[llya Sutskever, NIPS’14][Dzmitry Bahdanau, arXiv’15]



Summarization

* Input: transcriptions of audio, output: title

WA WB ......
t t
RNN Encoder: read through
P — 2 ...

the input J/r
RNN generator

transcriptions of audio from
automatic speech recognition
(ASR)
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Summarization

15 P st fu e aE EI R L 7 #5322
Document: HZ&4E—ifl/ NAIL S B FEIGE I ESE A4S
15 AFETC 3 A5 -
Human: BN/ EENEREIE GRS ASET
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Human: 5 B8 B8R iR B T IER BN E TR
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CTC

K

\\L:

¥

Table 1: Performance comparison of various models and input sequence elements over Chinese Gigaword (no ASR errors).

Model | Input Output k | ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-L |
Seq2Seq (a) word character 1 34.47 18.30 8.82 31.26
RBaseline (b) character character 1 36.33 18.58 8.78 32.39
) Attentive Seq2Seq (c) word character 1 36.37 20.23 10.23 32.98
(d) character character 1 37.97 20.47 10.27 33.88
(e) word character 1 25.36 9.20 3.43 24.49
Proposed: CTC () word character 2 33.58 15.70 7.34 32.20
(g) character character 1 42.71 24.62 14.24 40.56




Experiments

* Training data: Chinese Gigaword
* Text documents
e 2M story-headline pairs

* Testing data: TV News

* Spoken documents
* 50 hours (1k spoken documents)

* Character Error Rate = 28.7% (our system), 36.5% (wit.ai)

* Input and output of the model are both Chinese characters

—mm ROUGE-L

Manual (Oracle) 26.8 23.9
ASR 21.3 4.8 20.0



Pseudo ASR error

* Adding pseudo ASR error into training data
* Analyze the error patterns of ASR system
* Changing some characters in training text documents by

probability
m
Text 21.3 20.0
Text + pseudo error 20.9 3.4 19.1

(Testing spoken documents have ASR errors)
» Even worse after adding pseudo error

» The model learns to correct the ASR error in input
document, which is difficult and causes over-fitting



Learn to Ignore ASR Errors

Training target:
1 Ifw, is correct Yo — New attention weight
0 If w, is incorrect & The words with less
g —+—« confidence obtain less
\/ attention.

The confidence
that w, is correct.

is jointly

learned with other part of
the network




Seq—2—seq 21.87 4.93 20.52
w/ att. 21.32 4.84 20.05

Seq-2-seq 19.50 3.57 18.50
. w/ att. 20.86 3.40 19.09
Proposed 22.89 5.01 20.86
Seq-2-seq 19.32 3.13 17.79
. w/ att. 19.46 3.25 18.06
Proposed 24.01 5.16 22.13
Seq-2-seq 19.87 3.36 17.42
. w/ att. 20.41 3.24 18.60
Proposed 24.56 5.73 22.41
Seq-2-seq 19.37 2.72 17.34
. w/ att. 19.64 2.71 17.49
Proposed 22.62 4.46 20.60

Seq-2-seq 26.60 5.68 23.70
w/ att. 26.75 6.54 23.91




Key Term Extraction

Spoken
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Key Te 'Mm EXt ' Ct | on [Shen & Lee, Interspeech 16]

* Input is a vector sequence, but output is only one vector

< 10,
Key Term - > > >
. Key Terms:
Extraction 4 4 4 2 4 DNN, LSTN
vV, 'V, V5 v, V;
i S S ; 7S
Embedding Layer
| | | | |
document O I I | W
Embedding Layer A
vy ¥ ¥ ¥ v
Vi Vp V3 1V Vs ZV'
O—O—00— o




Speech Question Answering

Spoken
Content

Key Term

Extraction

Question
Recognition Answering




Speech Question Answering

What is a possible origin
: of Venus’ clouds?

Gases released as a
result of volcanic activity

Speech Question Answering: Machine answers questions
based on the information in spoken content




New task for Machine
Comprehension of Spoken Content

* TOEFL Listening Comprehension Test by Machine

Audio Story: (The original story is 5 min long.)
Question: “ What is a possible origin of Venus’ clouds? ”
Choices:

(A) gases released as a result of volcanic activity

(B) chemical reactions caused by high surface temperatures

(C) bursts of radio energy from the plane's surface

(D) strong winds that blow dust into the atmosphere



New task for Machine
Comprehension of Spoken Content

* TOEFL Listening Comprehension Test by Machine

Question: “what is a possible
origin of Venus’ clouds?"

Audio Story: —> answer
ASR transcriptions
e.g. (A)

4 Choices I

Using previous exams to train the network




Model Architecture

The whole model
learned end-to-end.

Answer '

Select the choice most | atiicldlen

similar to the answer

Semantics

...... It be quite possible that this be
due to volcanic eruption because
volcanic eruption often emit gas. If
that be the case volcanism could very
well be the root cause of Venus 's thick
cloud cover. And also we have observe
burst of radio energy from the planet
's surface. These burst be similar to
what we see when volcano ......

*

*

Question: “what is a possible origin Audio Story:

of Venus’ clouds?"

Recognition

5 .

Speech




Model Details
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Sentence Representation

Tree-structured Neural

Bi-directional Network
RNN

s s, S s, »

LA N

Sentence

Wi W, W3 Wy

Attention on all phrases



Accuracy (%)

Experimental Results

50 Example Naive approach:

1. Find the paragraph containing most key terms in
45 the question.

2. Select the choice containing most key terms in
40 that paragraph.
35 \
30

random

25 -
20

Naive approaches



Accuracy (%)

Experimental Results

20

45

40

35

30

25

20

48.8% [Fan, Hsu, Lee, Lee, SLT’16]

42.2% [Tseng, Shen, Lee, Lee,

Interspeech’16]

random

Naive approaches




Type 3: Connecting Information
» Understanding Organization

Ana |ySiS > Connecting Content

» Making Inferences

* There are three types of questions

0.6

Accuracy
-
S

&
N

OTypel
0 Type2
U Type3

:

| !
proposed MemN2N Tree-LSTM  DLR
HAM



Type 3: Pragmatic Understanding
An a |y5i5 » Understanding the Function of What Is Said
» Understanding the Speaker’s Attitude

* There are three types of questions
| | | |

O Typel
0.6 ‘

0 Type3

Accuracy
-
S
|

&
N

]

proposed MemN2N Tree-LSTM  DLR
HAM



Spoken Content Retrieval
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Spoken Content Retrieval

* 3 hours tutorial at INTERSPEECH 2016 (with Prof. Lin-shan
Lee)
e Slide:
http://speech.ee.ntu.edu.tw/~tlkagk/slide/spoken_cont
ent_retrieval 1S16.pdf

* Overview paper

* Lin-shan Lee, James Glass, Hung-yi Lee, Chun-an Chan,
"Spoken Content Retrieval —Beyond Cascading Speech
Recognition with Text Retrieval," IEEE/ACM Transactions
on Audio, Speech, and Language Processing, vol.23, no.9,
pp.1389-1420, Sept. 2015

* http://speech.ee.ntu.edu.tw/~tlkagk/paper/Overview.p
df



http://speech.ee.ntu.edu.tw/~tlkagk/slide/spoken_content_retrieval_IS16.pdf
http://speech.ee.ntu.edu.tw/~tlkagk/paper/Overview.pdf

One Slide Summarization

Spoken Content Retrieval

e

Speech Recognition
_|_

Text Retrieval



Talk to Humans

Spoken
Content

Speech
Recognition

}

Key Term
Extraction

?

Interaction f

user

Question
Answering

Spoken Content

Retrieval




Seqguence-to-sequence learning from human
Ch at"bOt conversation without hand-crafted rules.

e N Different answers
s tE ~ EHe o

|52 SO == 5
. W | am fine <EOL>
Source of image:
https://github.com/farizrahm
andu/seq2seq

How are you  <EOL> - Positive/negative

On-going project:
» Training by reinforcement learning
» Training by generative adversarial network (GAN)



Demo - Towards Characterization

R A
* https://github.com/yaushian/simple_sentiment_di
alogue

* https://github.com/yaushian/personal-dialogue



Jiwei Li, Will Monroe, Tianlin
Shi, Sébastien Jean, Alan Ritter, Dan
Jurafsky, “Adversarial Learning for

C h at‘ b Ot Wlt h GA N Neural Dialogue Generation”, arXiv

preprint, 2017
En | De.

# response sentence X
Chatbot

Discriminator

» Real or fake
response sentence X #
Conditional GAN L\ "au 4.

_ b
Q

h Y «
®

R T ET}_‘“P \‘b‘w‘;
ef:—H fi31d (.SAN human ;
https://www.slideshare.net
/tw_dsconf/ss-78795326

4

4m1 i i MO20101 1152121240

dialogues



I EDhk IR ARG
Example Results b e

input | I love you.

input ‘ Do you like machine learning?

input ‘ I thought I have met you before.

input | Let’s go to the party.

input | How do you feel about the president?




Talk to Humans

Spoken
Content

Speech
Recognition

Key Term
Extraction

?

Interaction f

user

Talk to
Humans

Question
p— .
Answering

Spoken Content
Retrieval

interactive
spoken content
retrieval




Scenario of Interactive Retrieval

US President ]

; ;[ Trump ]
X

Is it related to “Election™? [~

Yes.

4 Show the results

@ WORLD
N f;\\/sﬁy'
" \:L’:lwh-;'i‘.-hsnp

—‘/a.:—»%
ey w0 ) ]

r—




Deep Reinforcement Learning

* The actions are determined by a
neural network

* Input: information to help to make the
decision

* Output: which action should be taken
* Taking the action with the highest

score DNN

Action A -« @

| @
Action B “T « « * : Observation

Max Action C “—' @




Deep Reinforcement Learning
v.s. Previous Work

* Previous work [Wen & Lee, Interspeech 12][Wen & Lee, ICASSP 13]

@)
. : state State @ .
action «— L0 < : : Observation
Estimator O

* Deep reinforcement learning

D o
End-to-end
learning action © | ‘ ‘ «O Observation
No hand- « &
crafted states ~——————— —

State Estimator



Experimental Results

* Different network depth, raw features

120
Some depth is needed.

R
100 \\\\‘

E 80 e

=

& 60 The task cannot be addressed
E 10 / by linear model.

” _ﬁhH\\\“——hhh______///\\\“”“hm
0

1 2 3 4 5 6 7 &8 9 10 11 12 13 14 15 16 17 18 19 20 21

Training Epochs
o EP [Wu & Lee, Interspeech 16]

—|inear —2-layer 4-layer



Audio Word to Vector

Spoken
Content

Speech
Text
Baas.. .

Spoken Content
Retrieval

Speech
Recognition

> Dialogue

Can we bypass speech recognition?

Why? Need the manual transcriptions of lots of audio to learn.

Most languages have little transcribed data.

New Research Direction:  Audio Word to Vector



Audio Word to Vector

* Machine represents each audio segment also by a

vector ‘ ¢
| | C
W ) | Vector
audio segment e
(word-level) Used in the following

spoken language
understanding applications

AUD|0
BOok

> E .
% Learn from lots of audio
L X without supervision
= [Chung, Wu, Lee, Lee, Interspeech 16)

S—_—



Sequence-to-sequence

o-000

Auto-encoder i mmm

We use sequence-to-sequence auto-encoder here

The training is unsupervised.

RNN Encoder

: The vector we want

1

!

1
0-000

X, acoustic features

‘MWHMWW audio segment

vector



Sequence-to-seguence
Auto_e nCOd er Input acoustic features

1 4
The RNN encoder and ‘ ‘ i ‘
generator are jointly trained.

RNN Encoder p 1 1 A

ot J U U

RNN Generator
X, acoustic features

Wﬁ%ﬁww audio segment



What does machine learn?

e Typical word to vector:

V(Rome) — V(Italy) + V(Germany) = V(Berlin)
V(king) — V(queen) + V(aunt) = V(uncle)
* Audio word to vector (phonetic information)
/. ) - V([ , ) + V( [ ) = V( / )

GIRL PEARL PEARLS GIRLS

V(Do) -V IR ER DR )



New Languages

15

0.5 1

0.0

=1.0

201 parlc;ﬁ\.
1.5
parler
104 notons
0.5 - rappelons
o \
03 noter rappeler .
PP utilisons
~1.0 7 utiliser
_15 — - T T T
-1 4] 1 l

1.0 1

spiele
angriffe /
d
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wenige
._,-'. tage
wenig




Audio Word to Vector
— Application

( (44 b 29
Spoken US Presldent 1
query N A

“US Pres@dent”

“US President”’

Compute similarity between spoken queries and audio
files on acoustic level, and find the query term

Spoken Content



Audio Word to Vector
— Application

Segmental DTW [zhang, ICASSP

* DTW for query-by-example 10], Subsequence DTW [Anguera,
ICME 13][Calvo, MediaEval 14]

Adding slope-constraints
[Chan & Lee, Interspeech 10]

11110

M than the green one.
wr 1T R B BB HT N
WWM«WMMW

Utterance



Audio Word to Vector
— Application

Audio archive divided into variable- Off-line
length audio segments

“‘MH‘ J"m — Audio Word | |

H-‘ alis to Vector

n‘m—» audiogiond - [ m— Slmllarlty
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Query

On-line Search Result




MAP

Audio Word to Vector
—Application

* Query-by-Example Spoken Term Detection
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One day we can build all spoken

N EXt Ste p ...... language understanding applications
directly from audio word to vector.

e Audio word to vector with semantics

walk

run

flower



Conclusion

Ulalelzigseziel Understand
a word a sentence
_ Interaction f

user

Talk to
Humans

Spoken
Content

Key Term
Extraction

Speech | Question
[ . # L)
Recognition Answering

R Spoken Content
Audio word Retrieval interactive

to vector spoken content

N ) retrieval
Everything is based on Deep Learning




