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Large Vocabulary Continuous Speech Recognition

W = (w1, w2,…wR)

a word sequence

O = (o1, o2,…oT)


feature vectors for a speech utterance

W* =
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 MAP principle
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by HMM

by language model

˙A Search Process Based on Three Knowledge Sources

     O


· Acoustic Models : HMMs for basic voice units (e.g. phonemes)

· Lexicon : a database of all possible words in the vocabulary, each word including its pronunciation in terms of component basic voice units

· Language Models : based on words in the lexicon
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