2.0

Language Modeling: N-gram
W = (w1, w2, w3,…,wi,…wR)
a word sequence

· Evaluation of P(W)

P(W) = P(w1) II P(wi|w1, w2,…wi-1)

· Assumption:

P(wi|w1, w2,…wi-1) = P(wi|wi-N+1,wi-N+2,…wi-1)

Occurrence of a word depends on previous N(1 words only 

N-gram language models

N = 2

:
bigram


P(wi | wi-1)

N = 3

:
tri-gram

P(wi | wi-2 , wi-1)

N = 4

:
four-gram

P(wi | wi-3 , wi-2, wi-1)


N = 1

:
unigram

P(wi)

probabilities estimated from a training text database

example : tri-gram model

P(W) = P(w1) P(w2|w1) II P(wi|wi-2 , wi-1)
R
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