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Language Modeling

· Evaluation of N-gram model parameters

unigram



P(wi) = ((((
wi
: a word in the vocabulary

V : total number of different words in the vocabulary

N( ( )
number of counts in the training text database
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< wk, wj > : a word pair

trigram
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smoothing ( estimation of probabilities of rare events by statistical approaches
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