Improved Spoken Document Retrieval by Exploring Extra Acoustic and Linguistic Cues
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ABSTRACT
In this paper, we explored the use of various extra information to improve the performance of spoken document retrieval (SDR). From the speech recognition perspective, we incorporated the acoustic stress and word confusion information into the audio indexing. From the linguistic perspective, we applied the part-of-speech information in both the audio indexing and the query representation. From the information retrieval perspective, we integrated techniques such as the query expansion by word associations and the blind relevance feedback into the retrieval process. The SDR experiments were based on the Topic Detection and Tracking Corpora (TDT-2 and TDT-3). We used the Chinese newswire text stories as query exemplars and the Mandarin Chinese audio news stories as the spoken documents. With all the above acoustic and linguistic cues applied, the average precision was improved from 0.5122 to 0.6312 for the TDT-2 collection and from 0.6216 to 0.7172 for the TDT-3 collection.

1. INTRODUCTION
With the rapidly growing use of the audio and multi-media information on the Internet, an exponentially increasing number of spoken documents, such as broadcast radio and television programs, are now being accumulated and made available. Development of technologies for spoken document retrieval (SDR) is thus becoming more and more important, and has been extensively studied in recent years [1-3]. However, most of such studies simply used an automatic speech recognizer to transcribe the spoken documents into either word or subword sequences or graphs and then applied the conventional text information retrieval techniques, or used some similar approaches. Unlike the texts, the spoken documents also carry plenty of extra linguistic, acoustic and prosodic information, such as acoustic stresses, speech acts, part-of-speech (POS), and so on, which might be helpful for speech information retrieval, but have not been extensively explored yet. Some researchers have used the prosodic information for speech corpus analyses [4-5], but the use of such information in spoken document retrieval has not been investigated. Moreover, speech recognition inevitably introduces errors which naturally degrade the performance of a speech information retrieval system. Quite a few research works that have been focused on the development of robust retrieval approaches against the recognition errors, including using multiple recognition hypotheses to provide more information in the audio indexing [6-8], or using the phone-level acoustic confusion information statistically collected form the training speech corpus to expand either the query or the document representations for robust matching of indexing terms [9]. Based on these observations, in this paper, we explored the use of various extra information for spoken document retrieval from different perspectives. From the speech recognition perspective, we incorporated the acoustic stress and word confusion information into the audio indexing. From the linguistic perspective, we applied the part-of-speech information in both the audio indexing and the query representation. From the information retrieval perspective, we integrated techniques such as the query expansion by word associations and the blind relevance feedback into the retrieval process. All of the schemes investigated in this paper are shown to be helpful to the spoken document retrieval task. With all the schemes applied together, the retrieval performance was significantly improved.

In this paper, all the experiments were tested on the task involving the use of an entire Chinese newswire story (text) as a query, to retrieve relevant Mandarin Chinese radio broadcast news stories (audio) in the document collection. Such a retrieval context is termed query-by-example.

2. EXPERIMENT SETUP

2.1 Experimental Corpora
We used two Topic Detection and Tracking (TDT) collections for this work. TDT-2 is taken as the development test set while TDT-3 is taken as the evaluation test set. The Chinese news stories (text) from Xinhua News Agency were used as queries (or query exemplars). The Mandarin news stories (audio) from Voice of America news broadcasts were used as the spoken documents. All news stories were exhaustively tagged with event-based topic labels, which served as the relevance judgments for performance evaluation. Table 1 describes the details for the corpora used in this paper.

The Dragon large-vocabulary continuous speech recognizer [10] provided Chinese word transcriptions for our Mandarin audio collections (TDT-2 and TDT-3), such that the results here may be compared with works done by other groups. We tried to assess the performance of Dragon’s recognizer on the TDT corpora by comparing Dragon’s recognition hypotheses with the manual transcriptions. Notice that Dragon’s recognition output contains word boundaries (tokenizations) resulting from its language models and vocabulary definition while the manual transcripts are running texts without word boundaries. Since Dragon’s lexicon is not available, we augmented the LDC Mandarin Chinese Lexicon with the 24k words extracted from Dragon’s word recognition output, and used the augmented LDC lexicon in tokenizing the manual transcriptions for computing word error rates. We also used the augmented LDC lexicon in tokenizing the text query exemplars in the retrieval experiments. We have spot-checked a fraction of the TDT-2 development set (39.90 hours) and obtained a word error rate of 35.38%. Spot-checking approximately 76 hours of the TDT-3 test set gave a word error rate of 36.97%.
was set to 3. In addition, we have also investigated \( \alpha \) \( \exp(1) \), \( \alpha \) was empirically determined. Similarly, \( tDURtMAGtAS \) information could be expressed as a geometric average:

\[
AS(i) = \sqrt{\text{MAG}(i)^{\gamma} \cdot \text{DUR}(i)^{\gamma} \cdot \text{CON}(i)^{\gamma}}.
\]

3.2 The Word-level Confusion Information (WC)

In speech recognition, a specific word may be often misrecognized to be some other specific words according to the acoustic characteristics of the involved words, the speech data or the behavior of the speech recognizer. Such word confusion information may be helpful for the spoken document retrieval task if it is derived from a training speech corpus with similar acoustic characteristics as the spoken document collection to be retrieved using the same speech recognizer. The use of the phone-level confusion information has been shown to be helpful in improving the performance of a phone-based (kind of subword-based) spoken document retrieval system recently [9]. However, not too much work on applying the word-level confusion information to the word-based spoken document retrieval task has been reported yet. As a result, we used the TDT-2 spoken documents (the development set) as the training

3.1 The Acoustic Stress Information (AS)

In this section, we tried to explore the use of the prosodic information in spoken document retrieval by incorporating the acoustic stresses of spoken words into the audio indexing. We assumed that words carrying important linguistic clues in the spoken documents might be pronounced more slowly, more strongly, and more clearly than the other words. Therefore, the signal magnitudes, durations, and confidence measures (or speech recognition scores) of words can be applied to the audio indexing. As described in the Section 2.1, the spoken documents were furnished with recognized words from the Dragon system. These word hypotheses were accompanied with information such as the begin times, durations, and confidences. Thus, the word durations and word confidences are available. Nevertheless, we need to estimate the word magnitude information (signal magnitude of the word) from the speech samples. In this research, we tried to calculate the signal magnitude of every spoken word \( t \) using the following equation:

\[
\text{MA}(t) = \frac{1}{E_i - B_i + 1} \sum_{j=B_i}^{E_i} \frac{1}{M} \sum_{k=1}^{M} |x(j)|^2,
\]

where \( B_i \) and \( E_i \) are the begin and the end times of the word \( t \), \( |x(j)|^2 \) is the magnitude of the corresponding speech samples, and \( M \) is the window length for calculating the average magnitude of the speech signal at a specific time index. We then transformed this magnitude of the word \( t \) to a value between 0 and 1 using a Sigmoid function:

\[
\text{MAG}(i) = \frac{1}{1 + \exp(-\alpha \cdot \text{MA}(t) - \text{MA}(t^*)^\gamma)},
\]

where \( t^* \) is the word with the maximal magnitude in a spoken document, \( \alpha \) is used to control the slope of the Sigmoid function. In this study, \( \alpha \) was empirically determined. Similarly, we also respectively obtained the duration \( \text{DUR}(t) \) and the confidence \( \text{CON}(t) \) of the word \( t \) normalized to values between 0 and 1 via the same Sigmoid function, but with different \( \alpha \) values. As a result, the combination of these three kinds of information could be expressed as a geometric average:

\[
AS(i) = \sqrt{\text{MAG}(i)^{\gamma} \cdot \text{DUR}(i)^{\gamma} \cdot \text{CON}(i)^{\gamma}}.
\]

In this research, \( k_1, k_2 \) and \( k_3 \) were all set to 1 in the initial tests, and \( \gamma \) was set to 3. In addition, we have also investigated the combinations of any two of the three information sources by calculating the geometric average of the two values (e.g. \( AS(i) = \sqrt{\text{MAG}(i)^{\gamma} \cdot \text{CON}(i)^{\gamma}} \)).

3.2 Baseline Experimental Results

In this paper, the manual transcriptions of the spoken documents (denoted as TD below) were also used in the retrieval experiments for reference, as compared to the erroneous transcriptions obtained from speech recognition (denoted as SD below). The retrieval results were expressed in terms of non-interpolated average precision [12]. As shown in Table 2, the baseline retrieval results for the SD and TD cases are respectively 0.5122 and 0.5548 for the TDT-2 collection, and 0.6216 and 0.6505 for the TDT-3 collection.

3. IMPROVEMENTS FROM THE SPEECH RECOGNITION PERSPECTIVE

Table 1: Statistics of TDT-2 and TDT-3 collections used in this paper.

<table>
<thead>
<tr>
<th></th>
<th>TDT-2 (Development) 1998, 02–06</th>
<th>TDT-3 (Evaluation) 1998, 10–12</th>
</tr>
</thead>
<tbody>
<tr>
<td># Spoken documents</td>
<td>2,265 stories, 46.03 hours of audio</td>
<td>3,371 stories, 98.43 hours of audio</td>
</tr>
<tr>
<td># Distinct text queries</td>
<td>16 Xinhua text stories (Topics 20001–20009)</td>
<td>47 Xinhua text stories (Topics 30001–30060)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Min.</th>
<th>Max.</th>
<th>Mean</th>
<th>Min.</th>
<th>Max.</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doc. length (characters)</td>
<td>23</td>
<td>4841</td>
<td>287.1</td>
<td>19</td>
<td>3667</td>
<td>415.1</td>
</tr>
<tr>
<td>Query length (characters)</td>
<td>183</td>
<td>2623</td>
<td>532.9</td>
<td>98</td>
<td>1477</td>
<td>443.6</td>
</tr>
<tr>
<td># Relevant documents per query</td>
<td>2</td>
<td>95</td>
<td>29.3</td>
<td>3</td>
<td>89</td>
<td>20.1</td>
</tr>
</tbody>
</table>

Table 2: The baseline retrieval performance.

<table>
<thead>
<tr>
<th></th>
<th>SD</th>
<th>TDT-2</th>
<th>TDT-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDT-2</td>
<td>0.5122</td>
<td>0.6216</td>
<td></td>
</tr>
<tr>
<td>TDT-3</td>
<td>0.5548</td>
<td>0.6505</td>
<td></td>
</tr>
</tbody>
</table>
POS weights for indexing terms were applied in our system: be emphasized with higher weights. Consequently, the following roles than the adjectives, adverbs and verbs. Thus, they should organizations, personal names, etc., usually play more important In information retrieval, the proper nouns, such as the locations, the retrieval performance after applying the acoustic stress information in the audio indexing. We found that using both the acoustic stress information and the word confusion information. The right column of Table 4 shows the results achieved by using both the acoustic stress information explored in Table 3. The right information explored here seemed to be more effective than the word confusion information alone seemed to offer some slight improvements compared to the baseline retrieval performance, not very significantly though, while combining all of them in general outperformed using either one or either combination of two of the three.

The retrieval results obtained after applying the word-level confusion information alone are shown in the first column of Table 5. Compared to the baseline retrieval performance, we found that the POS information is rather effective for both the SD and TD cases for the TDT-2 and TDT-3 collections.

5. IMPROVEMENTS FROM THE INFORMATION RETRIEVAL PERSPECTIVE

Like conventional text information retrieval, spoken document retrieval has to deal with the indexing term mismatch problem too. That is, the system may fail to retrieve the desired relevant documents given the specified query terms, simply because the indexing terms are really not matched. Therefore, in this section two prevailing information retrieval techniques were revisited to tackle the indexing term mismatch problem. They are the query expansion by word associations and the blind relevance feedback.

5.1 Word Associations (WA)

Words that co-occur frequently in the same spoken document can be assumed to have some degree of synonymity association [13]. Thus, we can build a global word association matrix, in which each entry $wa(i, j)$ stands for the correlation factor between words $i$ and $j$, and is expressed as:

$$wa(i, j) = \frac{\hat{c}_{ij}}{c_i + c_j - \hat{c}_{ij}}$$

where $c_i$ and $c_j$ are respectively the total number of documents in the document collection which include the words $i$ and $j$, respectively, and $\hat{c}_{ij}$ is the total number of documents in the document collection which include both the words $i$ and $j$ within the same document. For example, $wa(i, j) = 1$ if words $i$ and $j$ always appear in the same document, and $wa(i, j) = 0$ if words $i$ and $j$ never appear in the same document. The query feature vector is then reformulated by including in the new query expression a limited number of extra indexing terms, which have the highest synonymity association to the indexing terms existing in the original query expression. In this research, two global word association matrices were automatically built for the SD and TD cases, respectively, based on Dragon’s word recognition outputs and the manual transcriptions of the TDT-2 spoken document collection.

5.2 Blind Relevance Feedback (BREF)

It has been found that some indexing terms not appearing in the query may still act as useful cues for relevance judgments. For example, the information from the relevant or irrelevant
In this paper, we explored various approaches to use extra information for spoken document retrieval (SDR) from different perspectives. From the speech recognition perspective, we incorporated the acoustic stress and word confusion information into the audio indexing. From the linguistic perspective, we applied the part-of-speech information in both the audio indexing and the query representation. From the information retrieval perspective, we integrated techniques such as the query expansion by word associations and the blind relevance feedback into the retrieval process. All these schemes were empirically adjustable weighting parameters.

5.3 Experimental Results

Columns 2 and 3 of Table 5 respectively show the retrieval results when the query expansion by word associations (WA) and the blind relevance feedback (BREF) were introduced into the retrieval process. It can be found from Column 3 that the blind reference feedback (BREF) is equally effective for both the TDT-2 and TDT-3 collections. However, the query expansion by word associations (WA) in Column 2 seems to be more effective for the TDT-2 collection than for the TDT-3 collection. One possible reason is that the topics of the TDT-2 and TDT-3 are not very related to each other, therefore the word association information derived from the TDT-2 collection is not very helpful to TDT-3. The rest parts of Table 5 are the results when the different approaches mentioned above in this paper were all applied together. For the SD cases, the average precision was finally improved from 0.5122 to 0.6312 (23.23% relative improvement) for the TDT-2 collection and from 0.6216 to 0.7172 (15.38% relative improvement) for the TDT-3 collection. Figure 1 depicts the comparison of retrieval performance for the TDT-3 evaluation set by using the baseline configuration (the solid curve) and the best configuration (the dotted curve) in the SD case.

6. CONCLUSIONS

investigated here are more or less helpful to the spoken document retrieval task. With all these schemes applied together, the retrieval performance could be improved significantly.
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