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2. PROPOSED APPROACH

B Prerequisite Prediction
* SVM Classification

1. INTRODUCTION

B Task: Structuring lectures in MOOCs.

B Linking Lectures with Similar Content

key terms W = {wy, w,, -+, w,, } fOr courses

1. Bag-of-word (BOW) : u = {tf(wy), k = 1,2, ...,n}

2. Weighted BOW :u = {s(w)tf (wy), k = 1,2, ...,n},
s(w;): semantic weight

3. Word embedding : u = %Z s(wi)tf (wy) vy,

v;. Mikolov's word2vec representation
» Semantic Weights for Keywords

- o o~ * Individual Pair Similarity
Link lectures Predict Reconstruct 1. Calculate cosine similarity for x;, y; 1. Ditference vector: a;; = M - (ui — uj)
with similar M) prerequisite W the learning 2. Feature vectors: 2. Cross-term Matrix: a;; = u{ Mu;
content - re\ationship/ map y _i — Tf-idf for all words / key terms only a;;: prerequisite relationships (+1 or -1)
| | | — topic vectors by latent topic analysis M: to be learned u;: feature vector for lectures
{ J . XY, Z: retrieved courses — grammatical rule vector from parsing tree of - S
Query — | | | lecture title u > w s ) Uj
Xi,» Vi, Zj. lectures J // // Inlet (ul’u])
______ | 1 * Global Structure Considerations a;>+1" / a; < —1
Crossover may imply reversed order or something . /7 uge—u; o SVM
wrong X Y X Y + Feature Vector Répfesentation
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3. EXPERIMENTS

B Data set from Coursera - Maximize the objective function Croscover conetraint 1. Late occurrence ratio; Words introduced later are
NLP 1,2 : 121, 101 lectures Chemistry 1,2 : 132, 72 lectures more specific
B Testing setup F(L) = z S(xi,yi) — A (L) A. 2. WordNet semantic depth: Deeper words in WordNet

Reasonable links Crossover links

are more specific fork

{ object

» Two-fold cross validation (x1,¥)€EL
* Linking : human labeled answer
* Prerequisite : assume sequence order correct in courses

train on course 1, test on course 2, etc.
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Not including too artifact

many links

L: set of link relationships

Original Sequence Proposed Lerning Map

5 features+global the best

word embeadding+woranet depth the best

B User Study Linking Lectures mmm Prerequisite Prediction Chemistry

12 users asked it learning helped given the graphs | (a) Tfidf - all 13.8 24.6 17.3 (a) Bag-of-word (BOW) 68.1 61.4
i .y AUCIO ) hidf—key 338 265 28.8 Weighted  (b) Late-occur 65.5 62.8
S (c) Topics 48.9 30.2 37.2 BOW (c) WordNet 70.0 63.3
o Agree Lecture (d) Tfidf — all 52.7 20.7 29.7 Word (d) Late-occur 69.5 64.8

: __J Neither agree nor disagree . , :
| = Disagree Title (e) Parsing 56.5 18.9 27.9 Embedding (e) WordNet 73.3 65.2

|

‘ ’ (a)+(b)+(c)+(d)+(e) 42.9 52.7 47.2 Word (f) Late-occur 69.4 66.6

. Strongly disagree Cross .
(a)+(b)+(c)+(d)+(e)+Global 53.6 54.6 54.1 Embedding (g) WordNet 76.1 67.0

4. CONCLUSIONS

Approaches for structuring lectures in MOQOCs tor efficient learning proposed by linking similar sections and predicting prerequisites




