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Language Models are Few-Shot Learners
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https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-

model-by-microsoft/
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GPT-3 has 175B parameters!
(10 times larger than Turing NLG)
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fa Elliot Turner Vv
\ @eturner303

Reading the OpenAl GPT-3 paper. Impressive
performance on many few-shot language tasks. The
cost to train this 175 billion parameter language
model appears to be staggering: Nearly $12 million

BiAME=HNE A=) A REZF>] (Deep Learning) OpenAl
https://www.zhihu.com/q
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minimaxir commented 26 days ago * edited ~

..I'm not sure if it's even possible for the 175B model to be distributed in a reasonable manner.

The size of the 1.5B GPT-2 model was about 6GB on disk, which would imply that the 175B model is
at least 700GB!

%}esbeal;éi::rGehrmann
The ELMo paper? 15 pages. ithub.com/openai/gpt-3/issues/1
BERT? 16 pages.

GPT-27 24 pages.

157 53 pages.
GPT-377 72 pages! arxiv.org/pdf/2005.14165...



https://www.zhihu.com/question/398114261

A model that can read text

Model

Text without
annotation

Task

[ Specific ]

Model

[ Task ]
Specific

Model

[ Task ]
Specific

Model




GPT Z5IRVEHE

By W EAEE
REME IS5 B BB S—AEH - FHAEMEA-B-C-D wi@:EEF
BHRBEAMEOF R RAASFLL -

(& N

It's eight o'clock now. Sue mn her bedroom.
A. study

B. studies

C. studied
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“In-context” Learning

FEW'ShOt Translate English to French: task description

Learning sea otter => loutre de mer examples

(no gradient peppermint => menthe poivrée

descent) plush girafe => girafe peluche
cheese => prompt
One-shot Translate English to French: task description
Leal‘ning sea otter => loutre de mer example
cheese => prompt
Zero-shot Translate English to French: task description
Learnlng cheese => prompt
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Accuracy (%)

Human ability to detect model generated news articles

control (B6%)

80—

.
70 -
60 -
’
random chance (50%) ;
50 e —————
L | i i i i i i LI | i i i i ] i i | i i i i i i ] [ | i
le8 le9 lelO lell

Number of parameters (log scale)



A "whatpu" is a small, furry animal native to Tanzania. An example of a sentence that uses
the word whatpu is:
We were traveling in Africa and we saw these very cute whatpus.

To do a "farduddle" means to jump up and down really fast. An example of a sentence that uses
the word farduddle is:

One day when I was playing tag with my little sister, she got really excited and she
started doing these crazy farduddles.

A "yalubalu" is a type of vegetable that looks like a big pumpkin. An example of a sentence
that uses the word yalubalu is:

I was on a trip to Africa and I tried this yalubalu vegetable that was grown in a garden
there. It was delicious.

A "Burringo" is a car with very fast acceleration. An example of a sentence that uses the
word Burringo is:
In our garage we have a Burringe that my father drives to work every day.

A "Gigamuru" is a type of Japanese musical instrument. An example of a sentence that uses the
word Gigamuru is:

I have a Gigamuru that my uncle gave me as a gift. I love to play it at home.

To "screeg" something is to swing a sword at it. An example of a sentence that uses the word
screeg 1is:
We screeghed at each other for several minutes and then we went outside and ate ice cream.

Figure 3.16: Representative GPT-3 completions for the few-shot task of using a new word in a sentence. Boldface 1s
GPT-3"s completions, plain text is human prompts. In the first example both the prompt and the completion are provided
by a human: this then serves as conditioning for subsequent examples where GPT-3 receives successive additional
prompts and provides the completions. Nothing task-specific is provided to GPT-3 other than the conditioning shown
here.



Context — Please unscramble the letters into a word, and write that word:
r elc.i pr o.c a/l =

Target Completion — reciprocal
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Context — Q: What is 17 minus 147
A:

Target Completion — 3

Arithmetic (few-shot)
100

—e— Two Digit Addition

—e— Two Digit Subtraction
80 | | —* Three Digit Addition
—e— Three Digit Subtraction
—e— Four Digit Addition
—e— Four Digit Subtraction
—e— Five Digit Addition

Five Digit Subtraction /

—o— Two Digit Multiplication
—e— Single Digit Three Ops

60

Accuracy

40

0.1B 0.4B 0.8B 1.3B 26B 6.7B 13B 175B
Parameters in LM (Billions)



Accuracy

1N
o

ANLI Round3
Fine-tuned SOTA

- —————————— - — ——————————————— - ——— - ——————————

—e— Zero-Shot
—e— One-Shot
—e— Few-Shot (K=50)

0.1B 04B 08B 1.3B 26B 6.7B 13B

Parameters in LM (Billions)



30%

A eval on only
QUAG clean data
LI .
@ 20% & did better
=
T —
£3
g n—:' 10%
gf o Symbol Insertion ° ° ®
=
S 0% - LA e l—‘—.—‘—‘.
23 ' h A
s S SQuADv2 Winograd PIQA Y
53 o0v WMT16 en->de Anagrams2°~ @
O = o
4=
5% WMT16 de->en Anagrams 1
]
a -20% @®-DROP eval on all data
Reversed Words -@ (i_ncluding dirty)
-30% J, did better
0% 25% 50% 75% 100%

Percentage of Data Clean in Dataset

We initially tried to address the issue of contamination by proactively searching for and attempting to remove any overlap
between our trammg data and the development and test sets of all benchmarks studied in this paper. U.IJ.‘EQI.T.I.I.IJ.ﬂ.I;ﬁJ.Lﬂ.

fe351ble to retrain the model To address this, we mvestlgate in detaﬂ how the remammg detected overlap impacts
results.
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http://rowanzellers.com/advice/

Evaluating Machines by their Real-World Language Use

Rowan Zellers* Ari Holtzman* Elizabeth Clark*
Lianhui Qin* Ali Farhadi* Yejin Choi*”
*Paul G. Allen School of Computer Science & Engineering, University of Washington
“Allen Institute for Artificial Intelligence
rowanzellers.com/advice

| have to do a dissection for my high school class, but I'm distressed by dead animals. Last time we
® & < dissected an animal in class, | had a panic attack. | asked my teacher for another assignment, but
- she refused. | don't want to play a 'victim' card, but | don't know what to do. Help!

I'd send a short email to the next higher- Go to your teacher and say "I'm asking you to |
up authority figure, ideally a counselor. @'@ do a project that requires me to see dead

Be forthright; it’s the best approach [ . v animals. This is a dealbreaker.” |f she doesn’t
when self-advocating as a student. I concede, tell your principal about your trauma. |

v Thanks! ‘ Helpful o) o Not helpful



Turing Advice Challenge
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My Favorite Ones

Source of image: https://openai.com/blog/image-gpt/



