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Orthogonal Complement

* The orthogonal complement of a nonempty vector
set § is denoted as $* (S perp).

* S$tis the set of vectors that are orthogonal to every
vectorin §

SL={v:v-u=0,‘v’uES}

Wt
S=R"

W S ={0}



Orthogonal Complement

* The orthogonal complement of a nonempty vector
set § is denoted as $* (S perp).

* S$tis the set of vectors that are orthogonal to every
vectorin §
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Properties of
Orthogonal Complement

s S+ always a subspace?

For any nonempty vector set S, (Span S)L = st

Let W be a subspace, and B be a basis of W.
- B+ =w-+
Whatis Sns+? L 2




Properties of
Orthogonal Complement

 Example:

For W = Span{u,, u,}, whereu,=[1 1 -1 4]"andu,=[1-11 2]

ve Whifandonlyifu,ev=u,ev=0

i.e, v=[x; x, X3 X, | satisfies

X1+ 2o —x3 +4w4 =0

r1 — Ty +x3 + 224 = 0. A
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W = Solutions of “Ax=0" = Null A




Properties of
Orthogonal Complement

* For any matrix A

(Row A)J- = Null A

v € (Row A)*

< Av = 0.

(Ol b — Al (Col A)E = (Row AT) - = Null AT
For any subspace W of R [T /ARR 10

rank nullity




Unigue

For any subspace W ofww

_Basis: {w;, wy, -+, Wk}VBasis: 21,25, Zp_y ),

Basis for R"

For every vector u,

u=w+ z (unique)
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Orthogonal Projection

u=w+ z (unique)

ah

Orthogonal Projection Operator:

cwt
Z=U1U—W

W

The function Uy, (u) is the
orthogonal projection of u on W.

Linear?



Orthogonal Projection

f. . .
g\ w in subspace W is
1 § “closest” to vector u.
eEW - i >
A ’
y _ Z \ “« ”
Z=U0—W ; closest
| W
| ///“'

/ Always orthogonal
g
Y

0
z is always orthogonal to

all vectors in W.



Closest Vector Property

* Among all vectors in subspace W, the vector closest

to u is the orthogonal projection of u on W
u

Vww,w—w e W.

The distance from a vector u to a subspace W is the distance
between u and the orthogonal projection of u on W



Orthogonal Projection Matrix

Orthogonal projection operator is linear.

» It has standard matrix. » Orthogonal

Projection Matrix P,




Orthogonal Projection

What is Orthogonal Complement

Application of Orthogonal Projection



Orthogonal Projection on a line

* Orthogonal projection of a vector on a line

V: any vector

u: any nonzero vector on £

w: orthogonal projection of
vonto £,w=cu

Z:V—W

(v—w)-u =Ww—-—cu)u =v-u—cu-u :v-u—c”u”z
ST YT

llu|?
. . vV-u
Distance fromtipofvto.Z: ||z|| = |lv —w]|| = ||v — T u ”




Orthogonal Projection

 Example:

V-u

lull?
v-u
W=cu=
[lul|?
Lisy=(1/2)x

SIS




Orthogonal Projection Matrix

e Let C be an n x k matrix whose columns form a
basis for a subspace W

P, =C(CTC)~cT nxn

Proof: Letu € R" and w = U, (u).



Orthogonal Projection Matrix

e Let C be an n x k matrix whose columns form a
basis for a subspace W

P, = C(CTC)~1cT nxn

Let C be a matrix with linearly independent columns.
Then CTC is invertible.



Orthogonal Projection Matrix

* Example: Let W be the 2-dimensional subspace of
R with equation x, — x, +2x; = 0.

P, = C(CTC)~1cT

W has a basis {| 1

—2

o

N

=

S




Orthogonal Projection

What is Orthogonal Complement

What is Orthogonal Projection

How to do Orthogonal Projection

( Application of Orthogonal Projection




Solution of Inconsistent
System of Linear Equations

* Suppose Ax = b is an inconsistent system of linear equations.
* bis not in the column space of A

* Find vector z minimizing | |Az—b| |




Least Square Approximation

1D;~ e eData data pairs:
gl ——curvefit]  / X1 7 W1
E:— ......................................
> ?,, _____ ,:".".";.".. .................. X; —) Y
ot o A - .
| | predict [EEEE
5_ ............... : ....................
%1 2 3 4 s (4 RPM2.5,BHKPM2.5)

Find the “least-square line” y = a, + a,x to best fit the data

Regression



Least Square Approximation

y=ap+ ax

10t o eData
[ | = curve fit

E = [y1 — (a0 + a171)]” + [y2 — (a0 + a122)]° + - -+

Error Vector:

y1 — (ag + ayzq)
y2 — (ag + a1x2)

y-n _ (ﬂ;[] + 05| mn)

Find a, and a; minimizing E

E = |le||*

+ [yn — (a0 + a12y)]

2




Least Square Approximation

Error Vector:

i Y1
Yo

Yn

1.7
a1.r9

€ =Yy —apVvVy —a1vy

1L,

Find a, and a; minimizing E

E = |le||*

E=|ly — (agv, + a,v,)|* = |ly — Call?

(71 1 T
1 1 T
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Least Square Approximation

Find @ minimizing
E=|ly-Cal’
B ={vy, v,} (L)

Ca is the orthogonal projection
of yon W =Span 3.

find a such that Ca= P,y

Y1

Y2




Example 1

Rough weight

x; (in pounds)

2.60
272
275
2.67
2.68

—_ = = =

2.60
2.72
2.75
2.67

2.68 |

Finished weight
y; (in pounds)

2.00
2.10
2.10
2.03
2.04

[ 2.00 |

2.10
2.10
2.03

| 2.04

agp L T 1 ~T . 0.056
[all_(c €y e y“[0.745]

— y =0.056 + 0.745x.

Prediction:
if the rough weight is 2.65,

the finished weight is
0.056 +0.745(2.65) = 2.030.

(estimation)




Least Square Approximation

* Best quadratic fit: using y = a, + a,x + a,x* to fit the data
pOintS (X]_I yl)) (XZI yZ)I KRY (an yn)

y1 — (ag + agxq + axxg)”
vy — (g + a1x, + ayx3)

y, — (ag + ayx, + a,x2).

Find a,, a; and a, minimizing E

E = |le|’




Least Square Approximation

* Best quadratic fit: using y = a, + a,x + a,x* to fit the data
pOintS (X]_I yl)) (XZ) yZ)I KRY (an yn)

1 T Eu y1 — (@ + arx; + azxf)’
1 T9 T3

V) = Vo= | |, va= o = |2 — (@g + arx; + azxd)
1 | Ty | Ty,

yn — (ag + a1 x, + axxs).

o Find a,,, a; and a, minimizing E

ap | =(CTC)"tCTy. E =|le||?




120 + o (1, 118) o
ap | =(CTC)"'Chy
100 4 (0. 100) | 42
10 0 ] - 100
1 1 1 118
C=11 2 4 y=1| 92
1 3 9 48
ca |1 35 12.25 | A

eee
[
s

Best fitting polynomial of any desired maximum degree may be

found with the same method.




Multivariable Least Square
Approximation

100+

Ya = Qg + A1Xy + ArXp

http://www.palass.org/publications/newsletter/palaeomath-101/palaeomath-
part-4-regression-iv



