Review



5.1 T&F

54. If a nonzero vector v is in the null space of a linear oper-
ator T, then v is an eigenvector of 7.

55. If v is an cigenvector of a matrix A, then cv is also an
eigenvector for any scalar ¢.

56. If v is an eigenvector of a matrix A, then cv is also an
eigenvector for any nonzero scalar ¢,

57. If A and B are n x n matrices and A is an eigenvalue of
both A and B, then A is an eigenvalue of A 4 B.

58. If A and B are n x n matrices and v is an eigenvector of
both A and B, then v is an eigenvector of A + B.

59. If A and B are n x n matrices and A is an eigenvalue of
both A and B, then A is an eigenvalue of AB.

60. If A and B arc n x n matrices and v is an cigenvector of
both A and B, then v is an eigenvector of AB.



5.1

72. An n x n matnx A 1s called milpotenr if, for some posi-

Lve integes R._A" () where () 1sthe n X n zero matnx

Prove that 0 is the only eigenvalue of a mipotent matrix

72. Suppose A is an eigenvalue of a nilpotent matrix
A. Then Av = Av for some v # 0. Multiply-
ing both sides by A*~! and using the result of
Exercise 46, we obtain 0 = Ov = AFv = \Fv.
Since v # 0, we must have A = 0.



5.2

75. Suppose that the characteristic polynomial of an n x n
matrix A 1s

ayt" + dy - |l"-' 4+ oo ayl + ay.
Determine the characteristic polynomial of —A.
(b) Establish a relationship between the characteristic
polynomial of any square matrix B and that of B

(c) What does (b) imply about the relationship between
the eigenvalues of a square matrix B and those of B ?

(d) Is there a relationship between the eigenvectors of a
square matrix B and those of B'?



5.2

84. Let A and B be n x n matrices such that B = P 'AP,
and let A be an eigenvalue of A (and hence of B). Prove
the following results:

(a) A vector v in R" is in the eigenspace of A corre-
sponding to A if and only if P~'v is in the eigenspace
of B corresponding to 4.

(b) If [vi.v2,.... vi} 1s a basis for the eigenspace of A
corresponding to A, then [P 'y, P lvy, ... P vy
1s a basis for the eigenspace of B corresponding to .

(¢) The ecigenspaces of A and B that correspond to the
same eigenvalue have the same dimension.



5.3 T&F

38. If, for each eigenvalue A of A, the multiplicity of A equals
the dimension of the corresponding eigenspace, then A is
diagonalizable.

45. If' § is a set of distinct eigenvectors of a matrix, then S
1s linearly independent.

46. I § is a set of eigenvectors of a matrix A that correspond
to distinct eigenvalues of A, then S is linearly independent.

41. A diagonal n x n matnx has n distinct eigenvalues.

47. If the charactenistic polynomial of a matrix A factors into
a product of linear factors, then A is diagonalizable.



tr(4) =Y A det(4) =[]\
5.3 * *'

B8. Let A be a diagonalizable n xn matrix. Prove
that 1if the characteristic polynomial of A 1s f(1) =
aut" + @y 11"V oo ayt + ap, then f{A) = Q, where
flA) = a,A" + a, (A" + o 4+ @A + apl,. (This
result is called the Caviey-Hamilton theorem.”) Hint: 1f
A = PDP ', show that f(A) = PF(D)W .

89. The trace of a square matrix 1s the sum of its diagonal
entries.

(a) Prove that if A 15 a diagonalizable matrix, then the
trace of A equals the sum of the eigenvalues of A.
Hint: For all n x n matrices A and B, show that the
trace of AB equals the trace of BA.



Chapter 5 review

13. I P 1s an inverttble n x n matnx and D is a di‘ngnn.‘xl
nox n matnix such that A P 'DP. then the columns of

F form a basis for K" consisting of eigenvectors of A.

13. False, if A = PDP~!, where P is an invertible
matrix and D is a diagonal matrix, then the
columns of P are a basis for R" consisting of
eigenvectors of A.



C

61

67.

68.

T2,

hapter 6-1

.V 1s the set of all n x n matrices with determinant equal
to 0.

.V is the set of all n x n matrices A such that A% = A.

V' 1s the subset of 7 consisting of the zero polynomial and
all polynomials of the form co + c1x + -+ + cx™ with
ctr # 01f &k is even,

V' 1s the subsct of P consisting of the zero polynomial and
all polynomials of the form ¢o + c1x + -+ - 4+ cmx™ with
¢ > 0 for all i.

Let 51 and 52 be elements of 5, and let V be the set of
all functions f in F(S5) such that f(s1) » f(s2) =0,



Chapter 6-2

* T&F

46. The definite integral 15 a linear operator on C([a, I2]), the
vector space of continuous real-valued functions defined
on |a. b].
48. The solution set of the differential equation v" + dy =
sin 2t 15 a subspace of C™.
59. Recall the set C([a, £]) in Example 3.
(b) Let T: C([a. b)) —»\C([a.b]) be defined by

T'(f)x) = | f(r)dt fora <x < b.
Prove that 7 1s lin‘car and one-to-one.

How to check one-to-one



Chapter 6-3

* T&F

37.

. If a set is infinite, it cannot be linearly independent.
. Every vector space has a finite basis.

. The dimension of the vector space P, equals n.

. It 1s possible for a vector space to have both an infinite

basis and a finite basis.

. If every finite subset of § is linearly independent, then S

1s linearly independent.

Every nonzero finite-dimensional vector space 1s 1somor-
phic to R" for some n.



Chapter 6-3

* Find Basis

52. Let W be the subspace of skew-symmetric 3 x 3 matrices
and V = M.

N
N

Let W be the subspace of V = P, consisting of polyno-
mials p(x) for which p(1) = 0.

56. Let W = {f €e D(R): f' = f}. where ' is the derivative
of f and D(R) is the set of functions in F(R) that are
differentiable, and let V = F(R).



Chapter 6-4

e T&F 20 F,vr_'r}' linear operator can b n?]n'r_'!-;unhrtfl h}' 4 maltrix.
). Fw.'.r}' lim:.;u'{:np:,'.rzalc}r on a nonzero intte-dimensional vec-
tor space can be represented by a matrx.

41. Let D) be the derivative operator on P:.
(a) Find the eigenvalues of D.

(b) Find a basis for each of the comresponding eigen-

apaces,
For B = {1,z,z“}, which is a basis for P2, we
see that
0 1 O
Dls= [0 0 2
0O 0 O

(a) Since the characteristic polynomial of [D]g

is —t3, D has only one eigenvalue, A = 0.
.Y COf2 s



1. {(u,u) >0ifu=+20
2.{(u,v) = (v,u)

Chapter 6-5 3.(u+v,w) ={uw)+ (v,w)

4. (au,v) = al{u,v)

47. Let V be a finite-dimensional vector space and B be a
basis for V. Foru and v in V, define

(u,v) = [uls * [v]s.

Prove that this rule defines an inner product on V.

48. Let A be an n x n invertible matrix. For u and v in R”,
define

(u,v) = (Au) « (Av).

Prove that this rule defines an inner product on R”.

49. Let A be an n x n positive definite matrix (as defined in
the exercises of Section 6.6). For u and v in R”, define

(u.v) = (Au) « v.

Prove that this rule defines an inner product on R".



3.

1.(u,u) >0ifu+0
2. (u,v) =(v,u)

Chapter 6-5 .(u+v,w) = (uw)+(v,w)

4. (au,v) = a{u, v)

53. Let V = (C([0.2]), and

|
f.g) = [ f(t)e(r)dr
JU

for all f and g in V. (Note that the limits of integration
are not () and 2.)

In an mner product space. {v.v) = 0 1if and only 1f v = 0.



