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Norm-preserving

* A linear operator is norm-preserving if

IT(W]|| = ||lu|| Forallu

Example: linear operator T on R* that rotates a vector by 6.
= Is T norm-preserving?

Ay — [ cosf —sind ]

sinf cos@

Example: linear operator T is refection [1 0 ]
. A=
= Is T norm-preserving? 0 -1



Norm-preserving

* A linear operator is norm-preserving if

IT(W]|| = ||lu|| Forallu

Example: linear operator T is projection 1 0
: A=
= |Is T norm-preserving? 0 0

Example: linear operator U on R" that has an eigenvalue A = *1.



Orthogonal Matrix

* An nxn matrix Q is called an orthogonal matrix (or
simply orthogonal) if the columns of Q form an
orthonormal basis for R"

* Orthogonal operator: standard matrix is an
orthogonal matrix.

A, — [ cosd —sinb

sin cosf

orthogonal

] is an orthogonal matrix.



Norm-preserving

* Necessary conditions:

Norm- EE—
A ——
?27?

Orthogonal

Matrix

Linear operator Q is norm-preserving

=) aq)l=1 lajl = liQe| = lle)
» q;and q; are orthogonal | :25ag =it

a; + qj||2 =[|Qe; + er||2 =[|Q(e; + ej)||2= e; + esz =2=|q

I+ [lay|”

+q;



Orthogonal Matrix

* Qis an orthogonal matrix

° QQT = In~
* Q isinvertible,and Q~1 = Q7

* Qu - Qv = u - vforany u/and v JeRdi=a=1a =0 leha o (o) cle e

* [|Qu|| = [[u]] foranyu Q preserves norms

2 Orthogonal
CEE— Matrix

Norm-

preserving



Orthogonal Matrix

* Let P and Q be n x n orthogonal matrices
e detQ = +1
« PQ is an orthogonal matrix Check by (PQ)~' = (PQ)'
« Q~1is an orthogonal matrix Check by (D)1= DT
« QT is an orthogonal matrix

Proof

1
V3
\/§ ‘|
0

Rows and columns



Orthogonal Operator

* Applying the properties of orthogonal matrices on
orthogonal operators

* T is an orthogonal operator
eT(u) T(v) =u-vforalluandv

 IT@)I = Ilull for all u

* Tand U are orthogonal operators, then TU and
T~1 are orthogonal operators.




Example: Find an orthogonal operator T on R° such that

1/V2 0
T 0 = |1
1/V2] 0
1/V2 » Find A1 first
o Av=e, v=4a"e Because A™1 = AT
1/V2,
ARV
A_l = | % 0 * i i
7 ' Al = 0 0 1
_ \ —1/V/2 1/V2 0
1/+/2 [o
0 1
— —INT
—1/V2 of A=0@A70)




Conclusion

* Orthogonal Matrix (Operator)
* Columns and rows are orthogonal unit vectors
* Preserving norms, dot products
* Its inverse is equal its transpose



Outline

e Reference: Chapter 7.5

Symmetric Matrices

\ ..
e Reference: Chapter 7.6



Eigenvalues are real

* The eigenvalues for symmetric matrices are always
real.

How about more

general cases?

Py : bl pea O (555 TE R A ST
c

Consider 2 x 2 symmetric matrices

det(A —tl,) = t? — (a + ¢)t + ac — b?

Since (a+c¢)’ —4(ac—b)=(a—c)* +4b> =0

The symmetric matrices always have real eigenvalues.



Orthogonal Eigenvectors

e ~ o) [ T

Eigenvalue: A Ay e Ak

Eigenspace: d, =my ...
(dimension) /

= X

Independent



Orthogonal Eigenvectors

* A is symmetric.

* If u and v are eigenvectors corresponding to
eigenvalues A and u (A # u)

m==) y and v are orthogonal.

—Au-Vv
Au-v< \
—u-Alv

=u- uv



Diagonalization

_ T
P560 ? &= Fb

PTAP =D

A s

|

symmetric

P is an orthogonal matrix
€= :simple D is a diagonal matrix

=)
)

PTAP =D

P~1AP =D

NSRS Diagonalization

A = PDP!

P consists of eigenvectors, D are eigenvalues




Diagonalization

* Example
S - o [

with corresponding eigenspaces &, = Span{[ -1 2]} and
& =Span{[2 11"}

A has eigenvalues A, =6and A, =1,

orthogonal

= B,={[-1 2]7/V5}and B,={[2 1]7/N5}

-1 2
P:i and D = 0 O.
512 1 0 1



Example of Diagonalization of Symmetric Matrix

4 2 2
A=11 2 4 2
I 2 2 4 ]
dy =2 Intendent Gram-

—17 [—171) Schmidt
Eigenspace: Span“ 1 l,[ 0 H‘ Span <
0 1

normali

A, =8 Not orthogonal Jation

1
Eigenspace:Span{[lB — Span<|1/v/3
1

normalization

_1/vZ 1/V6 1/V3]
P=|1/y2 1/V6 1/¥3
0 -2/V61/V3

A = PDP1 »

D =

P is an orthogonal

matrix
[-1v2] | V6
1/v2 || 1/V6
L o I|-2/V/6
11/v3])
(1/v3],
2 0 0

0 2 O
0 0 8

|




Diagonalization

P is an orthogonal matrix

A is )
P'AP =D
4—-
A = PDPT

P consists of eigenvectors , D are eigenvalues

Finding an orthonormal basis consisting of eigenvectors of A



Diagonalization of

. . U= CqV1 + CoUy + -+ Cp Uy,
Symmetric Matrix S [
U-v;y U-*Vy U - vy

Orthonormal
basis ;

[v]g o——) [T [T(v)] g
simple
- Eigenvectors form -
the good system
Properly Properly

selected selected

A PDp~1

v — T(v)

A is symmetric



Spectral Decomposition

Orthonormal basis

u, Jand D=diag[A; A, -+ A, ]

A=PDP"  LletP=[u, u, -

=P[ e, Ae, - e [P

= [ A,Pe, A,Pe, --- A Pe 1P’

uj
uy

=[A4u Auy - Au, |

T
u;

—_ /11131 + /12132 + -+ ATlPTl

P; are symmetric




Spectral Decomposition

Orthonormal basis

A=PDP" LetP=[u, u, --- u ]and D=diag[ X, A, == A_].

— Alpl + AZPZ + + Anpn
rank P, = rank wul =1.

171

T T T
FF=wu; wu; = uu;

PP =u uTuJuJ—O

Pu;

171

Pfuj



Spectral Decomposition

* Example
|3 -4 : -
A= 4 3 Find spectrum decomposition.
Figenvalues A, =5 and A, = —5. P, = uqul

An orthonormal basis consisting of
eigenvectors of A is

{[ zN’] [1/\/'} P, = upu;
1/\/‘ 2/\/_

Azllpl‘l‘ﬂzpz



Conclusion

* Any symmetric matrix
* has only real eigenvalues
* has orthogonal eigenvectors.
* is always diagonalizable

P is an orthogonal matrix




Appendix



Diagonalization

* By induction on n.

*n=1is obvious.

e Assume it holds for n > 1, and consider A <
Rn+1)x(n+1)

* A has an eigenvector b, € R™* corresponding to a
real eigenvalue A, so 3 an orthonormal basis $ =

{b;, by, ...,b ..}
* by the Extension Theorem and Gram-
Schmidt Process.



b "bTAb, | bTAb, - blAb

T T T =
B'AB = b-2 [Abl Ab, --- Abn+1]: bZAbl bz,.A\bZ : bZAtbnﬂ
_b-rl;+1_ _bL_lAbl bLlAbz ce b-lr;+1Abn+1_

:
= B OS } sinceb; Ab, = Ab;b, = Aand b’ Ab, =b; Ab, =0 Vj #1.

$=5"e " = 3 an orthogonal C € R™" and a diagonal L € R™"
such that C'SC = L by the induction hypothesis.

10|, . Jrto] 1o a0 Jro | [2 0 | [20

=|" ~_|B"AB S |7 =
0 C 0C| |0oCT]oS]ocC]| |oC'sC| |0 L
~ %/_J

. J/ . J/

orthogonal P’ orthogonal P diagonal D



Example: reflection operator T about a line £ passing the origin.

Question: Is T an orthogonal operator?

b L (An easier) Question:
2 / Is T orthogonal if £is the x-axis?

:Ebl is a unit vector along £.

b, is a unit vector perpendicular to L.
T(by) = —bs P=[b, b,]isan orthogonal matrix.
B ={b,, b,} is an orthonormal basis of R°.
[T]4 = diag[1 —1] is an orthogonal matrix.

Let the standard matrix of Tbe Q. Then [T]4z=P 'QP, or Q =
P[Tl4P ' = Qis an orthogonal matrix. = T is an orthogonal operator.



