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What is meta learning?
_______ about _______learning about learning (n.)
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Meta learning - Definition
● Learn to learn
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● Usually considered to achieve Few-shot learning (but not limited to)



Why do we need meta learning?



Motivations for meta learning
1. Too many tasks to learn, to learn more efficiently à learning to learn
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Motivations for meta learning
1. Too many tasks to learn, to learn more efficiently

○ Faster learning methods (adaptation)
○ Better hyper-parameters / learning algorithms
○ Related to: 

■ transfer learning
■ domain adaptation
■ multi-task learning
■ life-long learning
■ …

à learning to learn

à “general” AI
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Motivations for meta learning
1. Too many tasks to learn, to learn more efficiently

○ Faster learning methods (adaptation)
○ Better hyper-parameters / learning algorithms
○ Related to: 

■ transfer learning
■ domain adaptation
■ multi-task learning
■ life-long learning
■ …

2. Too little data, to fit more accurately
(Better learner, fit more quickly)
○ Traditional supervised may not work

à few-shot learning

[ICML ’19] Meta Learning Tutorial
https://drive.google.com/file/d/1DuHyotdwEAEhmuHQWwRosdiVBVG
m8uYx/view
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How to do meta learning?





Recap

Optimization based

Meta as LSTM

Metric based

Meta as RNN

Siamese Network       
Matching Network
Prototypical Network  
Relation Network

MAML
Reptile

MANN
SNAIL

MetaLSTM



(Interesting Names of) Models / Techniques
● MAML (Model Agnostic Meta-Learning)
● Reptile (???)
● SNAIL (Simple Neural AttentIve Learner)

mammal



(Interesting Names of) Models / Techniques
● PLATIPUS (Probabilistic LATent model for Incorporating Priors and 

Uncertainty in few-Shot learning)
● LLAMA (Lightweight Laplace Approximation for Meta-Adaptation)
● ALPaCA (Adaptive Learning for Probabilistic Connectionist Architectures)
● CAML (Conditional class-Aware Meta Learning)
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(Interesting Names of) Models / Techniques
● LEO (Latent Embedding Optimization)
● LEOPARD 

(Learning to generate softmax parameters for diverse classification)
● CAVIA (Context Adaptation via meta-learning)

(not CAML)

● R2-D2 (Ridge Regression Differentiable Discriminator)
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What can we “meta learn”?

1. Model Parameters (suitable for Few-shot framework)
○ Initializations
○ Embeddings / Representations / Metrics
○ Optimizers
○ Reinforcement learning (Policies / other settings)

2. Hyperparameters (e.g. AutoML )
(beyond the scope of today, but can be viewed as kind of meta learning)
○ Hyperparameters search ((training) settings)

https://www.youtube.com/watch?v=kyX29rUntjM
○ Network architectures à Network architecture search (NAS)

(related to: evolutional strategy, genetic algorithm…)
3. Others

○ Algorithm itself (literally, not a network) 
…… (More in DLHLP )

https://www.youtube.com/watch?v=kyX29rUntjM


What can we meta learn on? → Datasets
1. Omniglot

○ Launched by linguist Simon Ager in 1998 
○ As a dataset by Lake in 2015, Science
○ Concept learning

omni = all, glot = language
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https://ani.gamer.com.tw/animeVideo.php?sn=14454

How about … “omniglot” of anime? J

https://twitter.com/tka24/status/888380568043274240?lang=ar

https://forum.gamer.com.tw/Co.php?bsn=60076&sn=41514705
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https://ani.gamer.com.tw/animeVideo.php?sn=14454
https://twitter.com/tka24/status/888380568043274240?lang=ar
https://forum.gamer.com.tw/Co.php?bsn=60076&sn=41514705


What can we meta learn on? à Datasets
2. miniImageNet                                          3. CUB (Caltech-UCSD Birds)

○ from ImageNet but few-shot

CIFAR-FS, FC100, Fungi...



Categories

Black-box ((memory) Model) based

Optimization (Gradient) based 
(Parametric)
• Learn to initialize

Non-parametric (Metric based)
• Learn to compare

(Not unified, but generally…)

HybridMANN
SNAIL
MetaNet...

MAML
Reptile...
iMAML
MAML++…

Siamese Network
Matching Network 
Prototypical Network
Relation Network...
IMP…

LEO…

Meta-LSTM

Bayesian

PLATIPUS…



Black-box
● ��� RNN 
�� train ��

�	��� RNN ��� distribution



Black-box
��� LSTM � train�
� “viewing as LSTM”
�����

�� train � train ���
à
����
1. 	� memory

(Neural Turing Machine)
(LST“M”)

2. 	� attention
(Transformer)



Optimization / Gradient based
Learn model initialization
● MAML (Model Agnostic Meta Learning) (recap)
● Reptile
● Meta-LSTM (can be also viewed as RNN black-box)

different meta-parameters                     improvements of MAML
● iMAML
● R2-D2 / LR-D2
● ALPaCA
● MetaOptNet

● Meta-SGD
● MAML++
● AlphaMAML
● DEML
● CAVIA





Problems of MAML
● Learning rate à Meta-SGD, MAML++
● Second-order derivatives (instability) à MAML++
● Batch Normalization à MAML++

CoRR, arXiv 1707.09835 ICLR ‘19



Meta-SGD
● “Adaptive learning rate” version of MAML

φ1
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φ3
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How to train your MAML?
Problems of MAML
1. Training Instability

○ Gradient issues
2. Second Order Derivative Cost

○ Expensive to compute
○ First-order à harmful to performance

3. Batch Normalization Statistics
○ No accumulation
○ Shared bias

4. Shared (across step and across parameter) inner loop learning rate
○ Not well scaled

5. Fixed outer loop learning rate



How to train your MAML? 
Solutions proposed
1. Training Instability ⇒ Multi-Step Loss Optimization (MSL)

○ Gradient issues
2. Second Order Derivative Cost  ⇒ Derivative-Order Annealing (DA)

○ Expensive to compute
○ First-order à harmful to performance

3. Batch Normalization Statistics 
○ No accumulation ⇒ Per-Step Batch Normalization Running Statistics
○ Shared bias ⇒ Per-Step Batch Normalization Weights & Biases 

4. Shared (across step and across parameter) inner loop learning rate
⇒ Learning Per-Layer Per-Step Learning Rates & Gradient Directions (LSLR)

5. Fixed outer loop learning rate 
⇒ Cosine Annealing of Meta-Optimizer Learning Rate (CA)



Different meta-parameters
● Implicit gradients à iMAML
● Closed-form on feature extraction à R2-D2

NIPS ‘19 ICLR ‘19



iMAML



First-Order MAML
This is just an approximation!
à Not quite accurate



Can we do better? Consider the following…
● ����meta param. 
�� �	�� φ ���� θ ���

Proximal regularization!
(This is φ.)



How does it perform?



R2-D2: closed form solvers
� inner loop � base learners  closed form solvers ��
 ridge regression�
���	�� feature extractors ������meta parameters�

L2 regularization



Black-box v.s Gradient based

Stored in θ Updated from θ to φ

à Meta-LSTM, even more general and unifying!



Metric-based / non-parametric

Learn to compare! 

Network
as an algorithm

A bigger function



Metric-based / non-parametric

Learn to compare! 

Network
as an algorithm

A bigger function

Feature 
extractor

(Embedding)

Com-
pare

KNN
Cosine
L2



Metric-based / non-parametric

Learn to compare! 
No need to parametrize all the model, just the embedding / representation!
Why? 
• Few-shot à Just compare! No too complex models needed!

(Even compare with something like L2-distances or pixel spaces)(Even compare with something like L2-distances or pixel spaces)
• Too simple? à Learn from training! = learn a better “embedding”!



Metric-based / non-parametric

Learn to compare! 
No need to parametrize all the model, just the embedding / representation!
• Siamese network
• Prototypical network
• Matching network
• Relation network
Better representation
• IMP
• GNN

One reason: few-shot!
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IMP (Infinite Mixture Prototypes)
• Modified from prototypical
• The number of mixture determined from data through Bayesian 

nonparametric methods

https://arxiv.org/pdf/1902.04552.pdf

https://arxiv.org/pdf/1902.04552.pdf


Problems of metric-based

• When the K in N-way K-shot large à difficult to scale
• Limited to classification (only learning to compare)



Hybrid

• CAML
• Proto-MAML
• LEO (Latent Embedding Optimization)

Optimization based on model + Metric based embedding (RelationNet z)



Bayesian meta-learning

Uncertainty problems

Black-box:
• VERSA
Optimization:
• PLATIPUS
• Bayesian MAML (BMAML)
• Probabilistic MAML (PMAML)



What matters with meta learning?



Related techniques in deep machine learning
● Reinforcement learning

Meta-RL is a massive active research area!

● GNN & Adversarial attack
Metric-based, feature extraction
Attack on GNN by meta learning !

● GAN:    metaGAN
https://papers.nips.cc/paper/7504-metagan-an-adversarial-approach-to-few-shot-learning.pdf

● Transfer learning:   Meta-Transfer Learning (MTL)
http://openaccess.thecvf.com/content_CVPR_2019/papers/Sun_Meta-Transfer_Learning_for_Few-
Shot_Learning_CVPR_2019_paper.pdf

Life-long learning, Domain adaption, Multi-task…

https://papers.nips.cc/paper/7504-metagan-an-adversarial-approach-to-few-shot-learning.pdf
http://openaccess.thecvf.com/content_CVPR_2019/papers/Sun_Meta-Transfer_Learning_for_Few-Shot_Learning_CVPR_2019_paper.pdf
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