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Structured Learning

* We need a more powerful function f

* Input and output are both objects with
structures

e Object: sequence, list, tree, bounding box ...

f: X oY
e AN

X is the space of Y is the space of
one kind of object another kind of object



Unified Framework

Step 1: Training

Step 2: Inference (Testing)




Three Problems

Problem 1: Evaluation

Problem 2: Inference

\ ]

Problem 3: Training

\ ]




Example Task: Object Detection

Keep in mind that what you will learn
today can be applied to other tasks.

Source of image:
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.295.6007 &rep=rep1&type=pdf
http://www.vision.ee.ethz.ch/~hpedemo/gallery.php



Problem 1: Evaluation

* F(x,y) is linear

Open question: What if F(x,y) is not linear?



Problem 2: Inference

y = argmaxw-$(x,y)




Problem 2: Inference

Object Detection

 Branch and Bound
algorithm

e Selective Search

Sequence Labeling
* Viterbi Algorithm

The algorithms can depend
on ¢(x,y)
Genetic Algorithm

Open question:

“I think you should be more explicit here in e \What ha ppens if the
step two.” . .
inference is non exact?

http://www.condenaststore.com/-sp/I-think-you-should-be-more-explicit-here-in-step-two-Cartoon-
Prints_i8562937_.htm



Problem 3: Training

Principle

Training data: {(xl, 91), (xz, 92), . (XN, yN )}
We should find F(x,y) such that ......

F(Xl, S\/l) _“_ F(Xz, 92)_“_ F(XN, S\,N)__
o) [ /ey (T o FX9) | T
forall T fc()): aI>I/)< T for aAl,l\, )
yiyl T y;'_-g/z T y=Yy G

Let’s ignore problems 1 and 2 and only

focus on problem 3 today.
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Assumption: Separable

* There exists a weight vector w

Weg(x, 9 )2 weglx y)+ 8
i wdiisbs




Structured Perceptron

* Input: training data set {(xl, )71), (xz, 92),,,,,(XN, gN )}
e Output: weight vector w
e Algorithm: Initializew =0
* do
* For each pair of training example (x”, y”)
* Find the label §™ maximizingw - ¢p(x™, y)

yn = alg maxw-¢(x”, y) (problem 2)
yeY
« If Y" # ¥", update w
W—>W+¢(x”, y”)_¢(xn, 37“)

* until w is not updated ‘ We are done!




Warning of Math

In separable case, to obtain a W, you only
have to update at most (R/§)? times

&: margin

R: the largest distance between ¢(x, y) and
¢(x,y")

Not related to the space of y!



Proof of Termination

w is updated once it sees a mistake

W=0ow-ow —>...... Sw o wtt s

w =wht + ¢(Xn, y" )—¢(Xn, y" ) (the relation of wk and wk1)

Remind: we are considering the separable case

Assume there exists a weight vector w such that
vn (All training examples)
vy eY —{y"} (All incorrect label for an example)

W-¢(x”, 9”)2 W-¢(x”, y)+5

Assume ||W]|| = 1 without loss of generality



Proof of Termination

w is updated once it sees a mistake

=0o>W 5>W —>...... SwWowt s .
wé =wf Tt + ¢(Xn, y" )—¢(Xn, y" ) (the relation of wk and wk1)

Proof that: The angle p, between W and wkis smaller
as k increases

|WW

I Jw|

Analysis COS p, (larger and larger?) COS p, =

W-wk = W'(Wk_l +¢(Xn’ 9”)—¢(Xn’ yn))

=W W W (X, 9 )W X, T ) > e w S
> O (Separable)




Proof of Termination

w is updated once it sees a mistake

=0o>W 5>W —>...... SwWowt s .
wé =wf Tt + ¢(Xn, y" )—¢(Xn, y" ) (the relation of wk and wk1)

Proof that: The angle p, between W and wkis smaller
as k increases

LW w |

W ]

W-W12W-WO+5 W-W > W- WS e Wowk > kS
W >0 W-w?>28 ... (so what)

Analysis COS p, (larger and larger?) COS p, =

W-wE > W-wkt e s



Proof of Termination

A k
COS py = o Wk W= w4 g(x, 9" )-gl(x", ")
W

HWKHZ :HWk—l +¢(Xn’ yn)_¢(xn, ~n]

o b ) o7 2l ) 57)
>0 ? <0 (mistake)

Assume the distance WlHZ < HWO 2 LR2= R?

between any two feature
vectors is smaller than R w2l < le * L R? < 2R?

2

2
<w 4R e
w'|| <kR



Proof of Termination

k

COS py = VEI - Ak k|2 2
i ] Wewt ks W[ <kR
S
K<t it
R R
)




End of Warning

In separable case, to obtain a W, you only
have to update at most (R/§)? times

&: margin

R: the largest distance between ¢(x, y) and
¢(x,y")

Not related to the space of y!



How to make training fast?

The largest distances between

. ( R 2 coctures >‘ Normalization
) Margin: Is it easy to separable Larger margin,

red points from the blue ones less update

All feature
times 2
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Undoubtedly, w' is

Non-separable Case

better than w'’.

* When the data is non-separable, some weights are
still better than the others.




Defining Cost Function

e Define a cost C to evaluate how bad a w is, and
then pick the w minimizing the cost C

What is the minimum value?

Other alternatives?




(Stochastic) Gradient Descent

Find w minimizing the cost C

N
C=ZC"

" = max x[w- o™, y)] —w - dp(x", ")

(Stochastic) Gradient descent:

We only have to know how to compute VC™.

However, there is “max” in C"



C" = man[W P Y —w - p(x™, 9™
\ J

\ How to compute VC™?
When w is different,

the y can be different.

Space of w Ve ve™ o
=", y") =¢p(x" ")
— o™, 9") — o™, y")
Vcn\ w - ¢(Xn,y”) W ¢(Xn,y’,,)
= gty < WG I —w - (", ")
- (™M) " y"
w-p(x™y’)
—w - p(x™, P y'

argmax(w - ¢(x", )



(Stochastic) Gradient Descent

Fort=1toT: Update the parameters T times

Randomly pick a training data {x™ ,y"}m
5 = argmast - 4", )] «— [T

VCn=¢(xnij7n) _ d)(xn'yn) - HTHMIE

w-ow-—nVCc"

T U[qb(xn: yn) — ¢(xn' yn)]

If we setn = 1, then we are doing structured perceptron.
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Based on what we have
considered ......

SRR, " d 5 ; i
P 5 L L5y = 2 o N .
B oy il 3 b X | g Z \ Rl

x Vs A\"« g z ‘_' 44‘2““ gy A & \ Y
= 7 ( \ = w)

W . . | v/ ° e 7., A
L S &
%
s 5 - ¢ ~
& 5
-

e acceptable

o N Treat all
W - (e B2 g incorrect y
T equally

The right case is better.



Considering the incorrect ones

Different from
correct box

Ismaller

/V - b ) ‘f.

NN WY W\
s &

W ° iy £ oy 8 &
R
i B '}\":

Close to
correct box

How to measure the difference



Defining Error Function

* A(¥,y): difference between y and y (>0)

A(y): area of bounding box y

_AQ) NAY)
AP VA®Y)

A(Y,y) =1




Another Cost Function
C C" = max[w - p(x",y)] —w - p(x",I™)
C" = max[A(P™, y) + w - (X, )] — w - p(x™, ™)

aC )
t %rgin o

V,‘ 1 R
W ° A 7., 7, 2L
RO W 7




Gradient Descent

C Ch = m;lx:w o™ y)] —wed(x™, P™)
C" = max[A(P",y) +w-dp(x™ )] —w-dp(x", P")

y

In each iteration, pick a training data {x™, y"*}

W = argmesdw - o (", y)l argmax[AG™, y) +w - p(x", )]
y
Oh no! Problem 2.1

7CT(W)=p () — PG, 9™
Y

w—= w =[x 3) — o™, ™)
}—]Tl



Another Viewpoint

Sn

y" = argmaxw - p(x", y)
y

* Minimizing the new cost function is minimizing the upper
bound of the errors on training set

N N
=Y agnyn <L c=)
o~ — 4= upper bound

We want to find w minimizing C' (errors)

It is hard!

Because y can be any kind of objects, A(:,-) can be
any function ......

C serves as the surrogate of C’
Proof that A(9", y™) < C™



Another Viewpoint

C" = m;lx[A()?”, y)+w-opx™,y)|-—w- ", I")

Proof that A(9™, y™) < C™

AT I < AT I") +w (™I —w - d (X )]

y* =argmaxw - ¢p(x™,y)
y

=[A@G™ ) +w- ™I —w- o™ I")

< max[A(P",y) +w- o™, y)]—w- o™ y")
y

—Ccn

>0



More Cost Functions

Margin rescaling:

" = m;lX[A(f'", y)+w: o™, y)|-w- ", y")

Slack variable rescaling:

€ = maxA@™, VL +w - (™, ) = w - G, I
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Regularization

Training data and testing data can have different
distribution.

w close to zero can minimize the influence of

mismatch. :
Keep the incorrect answer from

a margin depending on errors

N 1 N
c=Y ¢ mmm—)  Cc=lwlP+2)y "
n=1 n=1

CTL

= m;\x[A(y", y)+w:- o™ y)] Regularization:
—w-d(x™ P Find the w close to zero



Regularization

N 1 N
C=ZC" ‘ C=§|IW||2+AzC"
n=1 n=1

In each iteration, pick a training data {x", y"}
y" = argmax[A(Y®y) + w - (", y)]
Ve =p(x",y" ) — p(x",I") +w
w— w—nlpx",y") — &™) —nw
=1 =mw —=nlp"y") = e, )]



Outline

Separable case

Non-separable case

Considering Errors

Regularization

| Structured SVM

Cutting Plane Algorithm for Structured SVM

Beyond Structureo open question



Structured SVM

Ch4+w-p(x™, ") = mﬁX[A(ﬁn, y)+w- oyl

‘ Are they equivalent? §§ We want to minimize C



Structured SVM

Find w minimizing C

C ——||W||2+/12 cn

ch = m;\x[A(y ,y) tw-px™,y)]-w- o™ I")

i
N « . « .

Find w,el, -+, ¢ m|n|m|zmg C

c ——||w||2+/12 e

For Vn: Slack variable

For Vy: \

w-p(x™ ") —w-dp(x™y) =A@ y) - &




Structured SVM

Find w,e?, - e”minimizing C

C _—||W||2+AZ en

For Vn:

For Vy:

wepx™,y") —w-d(x"y) 2 AP, y) —

ForVy + y™:
we (™9™ — p(x™y)) =A@, y) —", " =0

fy = 9™ w- pO™I™) —w - G I =A@, I — £

=0 =0 j\> el




Structured SVM - Intuition

aC L)
%rgin

N\

Vy #Yy

(lots of inequalities) margin )



Structured SVM - Intuition

A( | ) —¢
A I/v I_
margin _ o

| 5 . Ko . NN
o # "\\-V &
=
z -
§ ; |
:

=0
(¢ < 0 make the constraints
more strict)

€ should be minimized

) o
)

slack variable




Structured SVM - Intuition

Training data:

2
. 1
Minimize §||w||2+/12 e
n=1

14
X
For x1

w- (¢ (SR Lot
" |—_ Vy # 1

L=

el >0

-
— Vy + 5}2

) —&?




Structured SVM

N
1
c= 2wl +2Y
FIwIP+2 ) et
For Vn: n=1

Solve it by the solver in SVM package

Quadratic Programming (QP) Problem

Too many constraints
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Find w,el, -, €Y minimizing C

N
1
C = ||W||2+/12 en
n=1

"2
For Vn:

ForVy + y™:
w- (GG, 9M) — p(x,y)) = AG™,y) €™, & > 0

>
-
o

)

(@

o — N w ~ &) (o2} ~ (o]

Source of image:
http://abnerguzman.com/pub o
lications/gkb aistats13.pdf 35;




Image credit: Yisong Yue

Cutting Plane Algorithm

AN

\

,4“ |

AN

Parameter space
(w, e, ...eN)

Color is the value of C which is

going to be minimized:

N
1
C=lwl?+2) &
n=1

ForVr,Vy,y = y™:

> we (I — (™)

= A(j}n,y) —&"
> et >0



Image credit: Yisong Yue
Cutting Plane Algorithm

Although there are lots of constraints, most of
them do not influence the solution.

AN Red lines: determine the solution
A NP

Green line: Remove this
constraint will not influence the
solution

y € A"

= = For Vr,%emy + y™:
WNAA ERA A CICHDETCS%)
Parameter space > A" y) —e™
(W) 81) ) SN) > gn Z O

A™: avery small set of y Sworking set



Cutting Plane Algorithm

* Elements in working set A" is selected iteratively

Initialize Al ... AN

Findw, et ...e" mwmmr&

For V7:

ForVy e A",y + y™:

we (™9™ — d(x™y)) = A", y) =™

gn

=0

<> obtain Repeatedly | aAdd elements

solution W ~— — into Al ... AV

B




Image credit: Yisong Yue

Cutting Plane Algorithm

* Strategies of adding elements into working set A"

\)\, ”/lj\ Initialize A™ = null

No constraint at all

Solving QP

— The solution w is
lﬁ the blue point.




Image credit: Yisong Yue

Cutting Plane Algorithm

e Strategies of adding elements into working set A™

There are lots of constraints
is violated

_  Find the most violated one

7\ |

4 Suppose it is the constraint
fromy’

" Extent the working set

A" = A" U {y’]

B/




Cutting Plane Algorithm

Image credit: Yisong Yue

* Strategies of adding elements into working set A"

|

AN

e

i

/

"




Find the most violated one

« Given w’ and &' from working sets at hand, which
constraint is the most violated one?

Constraint: w - (p(x,9) — p(x,y)) =A@, y) —¢
Violate a Constraint:

w' - (¢(x, 9) — p(x, ) <A@, y) —¢’
Degree of Violation
A(y'y) —&' —w'- (flb(X,y) _ ¢(X,y))
) AG,y)+w' - plx,y)

The most violated one:

arg m;X[A(f/, y)+w-p(x,y)]




Cutting Plane Algorithm

Given training data: {(x1, 1), (x2,9%), -, (xV, pV)}
Working Set A' « null, A? « null,---, A" « null

Repeat
w «Solve a QP with Working Set A*, A%, --- AV

N
1
QP: Find w, €l...e" minimizing > lw||? + Az P
n=1

For Vn.:
ForVy € A"™:

w- (™9™ — p(x™,y)) = AF", y) —e™,e" = 0



Cutting Plane Algorithm

Given training data: {(x1, 1), (x2,9%), -, (xV, pV)}
Working Set A' « null, A? « null,---, A" « null
Repeat

w «Solve a QP with Working Set A*, A%, --- AV

For each training data (x™, y™):

y'" = arg man[A(?",y) +w-p(x™, y)]
find the most violated constraints

Update working set A" « A™ U {y"}

Until A', A%, ---, AV doesn’t change any more
Return w



Training data:

QP: Find w, £L,€2 minimizing

1 2
~lwll? +AZ en
n=1

There is no constraint

» Solution: w = 0




52 = arg m;\X[A(JAIZ,y) +0-(x2y)]



Training data:

» Solution: w = wl



y* =arg m;lX[A(?Z,y) +wl-p(x? )]



Training data:

, }
, }
2 The process
1
QP: Find w, €1,€2 minimizing = ||lw||? + Az gt repe.ats
2 iteratively
r=1
w - ) _81
W ) _81
w - ) _82
W - ) _82
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Multi-class SVM
F(x,y) =w-¢(x,y)

* Problem 1: Evaluation
* If there are K classes then we have K weight

vectors {w!, w? w3}
r
e 0
yE{l,Z,”';k;'”JK} W2 O
F(x,y) =w?Y -x W = E d(x,y) =|
X:vector :
representation of x e
w 0




Multi-class SVM

* Problem 2: Inference

F(x,y) =w?Y -x

y=arg A T

= aryg max w?Y-x
ye{l,Z,---,k,---,K}

The number of classes are usually small,
SO we can just enumerate them.



y € {dog, cat, bus, car}
MUlti‘ClaSS SVM A(Y" =dog,y = cat) =1

A(Y™ = dog,y = bus) = 100
* Problem 3: Training (defined as your wish)

N

Find w,el, -+, €N minimizing C

N
1
c = lIwll? +Az £n
For Vn: n=1

ForVy # y™: ,
(W?" . Wy) cx  ZAQMy)—e", " =0

w-d(x™ ") = wI" - % Some types of
. misclassifications may be
w-p(x"y) =wY - x worse than others.




Binary SVM

*SetKk=2 ye{l12}
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Beyond Structured SVM

* Involving DNN when generating ¢ (x, y)

Structured

w-p(x,y)

Ref: Hao Tang, Chao-hong Meng, Lin-shan Lee, "An initial attempt for phoneme
recognition using Structured Support Vector Machine (SVM)," ICASSP, 2010
Shi-Xiong Zhang, Gales, M.J.F., "Structured SVMs for Automatic Speech

Recognition,"” in Audio, Speech, and Language Processing, IEEE Transactions on,
vol.21, no.3, pp.544-555, March 2013




Beyond Structured SVM

e Jointly training structured SVM and DNN

jointly
trained

Ref: Shi-Xiong Zhang, Chaojun Liu, Kaisheng Yao, and Yifan Gong, “DEEP NEURAL
SUPPORT VECTOR MACHINES FOR SPEECH RECOGNITION”, Interspeech 2015




Beyond Structured SVM

e Replacing Structured SVM with DNN
A DNN with x and y as input and F(x, y) (a scalar) as output

X =—>

DNN — Pp(x,y) —
y— Y

jointly
trained
Ref: Yi-Hsiu Liao, Hung-yi Lee, Lin-shan

C = 1 10]]% + ||g II? + A z '8l Lce, "Towards Structured Deep Neural
2 Nelwork for Automatic Speech

— F(x,y)

== o~ Lhttp: //speéch ee.ntu.edu.tw/~tl
C" = m)?X[A(y ;3’) + F(X ;Y)] F(xn' yn) kagk/paper/DNN_ASRU15.pdf
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