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A word can have multiple senses. 

Have you paid that money to the bank yet ?

It is safest to deposit your money in the bank .

The victim was found lying dead on the river bank .

They stood on the river bank to fish.

The hospital has its own blood bank.

The third sense or not?

https://arxiv.org/abs/1902.06006



More Examples 
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Embeddings from Language 
Model (ELMO)
ÅRNN-based language models (trained from lots of sentences)

https://arxiv.org/abs/1802.05365
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Each layer in deep LSTM can generate a 
latent representation.

Which one should we use???
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Bidirectional Encoder
Representations fromTransformers
(BERT)
ÅBERT=  Encoder of Transformer 

Encoder

BERT

ĺĺ

Learned from a large amount of text 
without annotation
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Training of BERT

ÅApproach 1: 

Masked LM 

BERT
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Linear Multi-class
Classifier

Predicting the 
masked word

vocabulary size
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[CLS] [SEP]

Training of BERT

Approach 2: Next Sentence Prediction 

Linear Binary
Classifier

yes [CLS]: the position that outputs 
classification results 

[SEP]: the boundary of two sentences

Approaches 1 and 2 are used at the same time.
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Training of BERT

Approach 2: Next Sentence Prediction 

Linear Binary
Classifier

No [CLS]: the position that outputs 
classification results 

[SEP]: the boundary of two sentences

Approaches 1 and 2 are used at the same time.



How to use BERT ςCase 1

BERT

[CLS] w1 w2 w3

Linear 
Classifier

class

Input: single sentence, 
output: class

sentence

Example:
Sentiment analysis (our 
HW),
Document Classification

Trained from 
Scratch 

Fine-tune



How to use BERT ςCase 2

BERT

[CLS] w1 w2 w3

Linear 
Cls

class

Input: single sentence, 
output: class of each word

sentence

Example: Slot filling 
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Linear 
Classifier
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How to use BERT ςCase 3

BERT

[CLS] [SEP]

Class

Sentence 1 Sentence 2

w3 w4 w5

Input: two sentences, output: class
Example: Natural Language Inference 
DƛǾŜƴ ŀ άǇǊŜƳƛǎŜέΣ ŘŜǘŜǊƳƛƴƛƴƎ ǿƘŜǘƘŜǊ 
ŀ άƘȅǇƻǘƘŜǎƛǎέ ƛǎ ¢κCκ ǳƴƪƴƻǿƴΦ



How to use BERT ςCase 4 

ÅExtraction-based Question 
Answering (QA) (E.g. SQuAD)

Ὀ ὨȟὨȟỄȟὨ

ὗ ήȟήȟỄȟή

QA
Model

output: two integers (ί, Ὡ) 

ὃ ήȟỄȟή

Document:

Query:

Answer:

Ὀ

ὗ

ί

Ὡ

17

77 79

ί ρχȟὩ ρχ

ί χχȟὩ χω
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How to use BERT ςCase 4 

BERT

[CLS] [SEP]

question document

d1 d2 d3

dot product

Softmax

0.50.3 0.2

¢ƘŜ ŀƴǎǿŜǊ ƛǎ άd2 d3έΦ

s = 2, e = 3

Learned 
from scratch
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How to use BERT ςCase 4 

BERT

[CLS] [SEP]

question document

d1 d2 d3

dot product

Softmax

0.20.1 0.7

¢ƘŜ ŀƴǎǿŜǊ ƛǎ άd2 d3έΦ

s = 2, e = 3

Learned 
from scratch



BERT ΧΧ

SQuAD2.0



Enhanced Representation through 
Knowledge Integration (ERNIE)
ÅDesigned for Chinese

https://arxiv.org/abs/1904.09223

BERT

ERNIE

Source of image:
https://zhuanlan.zhihu.com/p/59436589



What does BERT 
learn?

https://arxiv.org/abs/1905.05950

https://openreview.net/pdf?id=SJzSgnRcKX


