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1-of-N Encoding Word Embedding
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https://arxiv.org/abs/1902.06006

A word can have multiple senses.

Have you paid that money to the  bank yet ?
It is safest to deposit your money in the bank .

The victim was found lying dead on the river bank .
They stood on the river bank to fish.

The hospital has its own blood bank.

The third sense or not?



More Examples




ContextualizedNord Embedding
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Embeddings fronkanguage
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Each layer in deep LSTM can generate a

E I_ M O latent representation.
Which one should we use???
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Training of BERT

vocabulary size Predicting the

AApproach 1: ( A \ masked word
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Training of BERT

Approach 2: Next Sentence Prediction

yes [CLS]: the position that outputs
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How to use BER]ICase 1
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Input: single sentence,
output: class

Example:

Sentiment analysis (our
HW),

Document Classification



How to use BER]ICase 2
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sentence

Input: single sentence,
output: class of each word

Example: Slot filling
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How to use BERICase 3

Class Input: two sentences, output: class
_ Example: Natural Language Inference
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How to use BER]ICase 4

A Extractionbased Question
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In meteorology, precinitation is any product
of the condensation of 17 spheric water vapor
that falls under gravity. e main forms of pre-
cipitation include drizzle, rain, sleet, snow, grau-
pel and hail... Precipitation forms as smaller
droplets coalesce via collision with other rain
drops or ice crystals within a cloud. Short, in-
tense periods of rain 77 atte 79 cations are
called “showers”.

What causes precipitation to fall?

gravity ‘ i p j‘('n p X

What is another main form of precipitation be-
sides drizzle, rain, snow, sleet and hail?
graupel

Where do water droplets collide with ice crystals

to form precipitation?
X KQ X w

within a cloud ‘ i




How to use BER]ICase 4
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How to use BERTCase 4
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BERT + DAE + AoA (ensemble)
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BERT + ConvLSTM + MTL + Verifier (ensemble)
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BERT + N-Gram Masking + Synthetic Self-
Training (ensemble)
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https:/github.com/google-research/bert
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Enhancedrepresentation through
Knowledgelntegration (ERNIE)
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What does BERT
learn?

https://arxiv.org/abs/1905.05950
https://openreview.net/pdf?id=SJzSgnRcKX



