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Resource-
limited Devices
Limited memory space, 
limited computing power, 
etc.



Outline

ÅNetwork Pruning 

ÅKnowledge Distillation 

ÅParameter Quantization 

ÅArchitecture Design

ÅDynamic Computation

We will not talk about hard-ware solution today.



Network Pruning



Network can be pruned

ÅNetworks are typically over-parameterized (there is 
significant redundant weights or neurons)

ÅPrune them!



Network Pruning 
Pre-trained
Network

Evaluate the 
Importance

Remove

Fine-tune

Are you 
happy?

Smaller Network

yes

no

Å Importance of a weight:

[мΣ [н ΧΧ

Å Importance of a neuron:

ǘƘŜ ƴǳƳōŜǊ ƻŦ ǘƛƳŜǎ ƛǘ ǿŀǎƴΩǘ 
ȊŜǊƻ ƻƴ ŀ ƎƛǾŜƴ Řŀǘŀ ǎŜǘ ΧΧ

ÅAfter pruning, the accuracy will 
drop (hopefully not too much)

ÅFine-tuning on training data for 
recover

Å5ƻƴΩǘ ǇǊǳƴŜ ǘƻƻ ƳǳŎƘ ŀǘ ƻƴŎŜΣ 
ƻǊ ǘƘŜ ƴŜǘǿƻǊƪ ǿƻƴΩǘ ǊŜŎƻǾŜǊΦ

large

smaller



Why Pruning? 

ÅHow about simply train a smaller network?

ÅIt is widely known that smaller network is more 
difficult to learn successfully.

ÅLarger network is easier to optimize? 
https://www.youtube.com/watch?v=_VuWvQU
MQVk

ÅLottery Ticket Hypothesis
https://arxiv.org/abs/1803.03635

https://www.youtube.com/watch?v=_VuWvQUMQVk
https://arxiv.org/abs/1803.03635


Pruned

Why Pruning? 
Lottery Ticket Hypothesis

Random init Trained 

Original
Random init

Random init
Again

Random Init weights

Trained weight

Another random Init weights



Why Pruning? 

ÅRethinking the Value of Network Pruning
Åhttps://arxiv.org/abs/1810.05270

ÅReal random initialization, not original random initialization 
ƛƴ ά[ƻǘǘŜǊȅ ¢ƛŎƪŜǘ IȅǇƻǘƘŜǎƛǎέ

ÅPruning algorithms could be seen as performing network 
architecture search

https://arxiv.org/abs/1810.05270


Network Pruning - Practical Issue 

ÅWeight pruning 

Prune some 
weights

The network architecture 
becomes irregular.

IŀǊŘ ǘƻ ƛƳǇƭŜƳŜƴǘΣ ƘŀǊŘ ǘƻ ǎǇŜŜŘǳǇ ΧΧ



Network Pruning - Practical Issue 

ÅWeight pruning 

https://arxiv.org/pdf/1608.03665.pdf



Network Pruning - Practical Issue 

ÅNeuron pruning 

Prune some 
neurons

The network architecture 
is regular. 

9ŀǎȅ ǘƻ ƛƳǇƭŜƳŜƴǘΣ Ŝŀǎȅ ǘƻ ǎǇŜŜŘǳǇ ΧΧ



Knowledge Distillation



Knowledge 
Distillation

Knowledge Distillation
https://arxiv.org/pdf/1503.02531.pdf
Do Deep Nets Really Need to be Deep?
https://arxiv.org/pdf/1312.6184.pdf

Teacher Net
(Large)

άмέΥ лΦтΣ άтέΥ лΦнΦ άфέΥ лΦм

Student Net
(Small)

?

Learning target
Cross-entropy 
minimization

Providing the 
ƛƴŦƻǊƳŀǘƛƻƴ ǘƘŀǘ άмέ 
ƛǎ ǎƛƳƛƭŀǊ ǘƻ άтέ



Model 1Model 2N Networks

Knowledge 
Distillation

Knowledge Distillation
https://arxiv.org/pdf/1503.02531.pdf
Do Deep Nets Really Need to be Deep?
https://arxiv.org/pdf/1312.6184.pdf

άмέΥ лΦтΣ άтέΥ лΦнΦ άфέΥ лΦм

Student Net
(Small)

?

Learning target
Cross-entropy 
minimization

Ensemble

Average of a 
set of models



Knowledge Distillation 

ÅTemperature 
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Parameter Quantization



Parameter Quantization 

Å1. Using less bits to represent a value

Å2. Weight clustering  

0.5 1.3 4.3 -0.1

0.1 -0.2 -1.2 0.3

1.0 3.0 -0.4 0.1

-0.5 -0.1 -3.4 -5.0

weights in 
a network

Clustering 



Parameter Quantization 

Å1. Using less bits to represent a value

Å2. Weight clustering  

Å3. Represent frequent clusters by less bits, 
represent rare clusters by more bits 
Åe.g. Huffman encoding

0.5 1.3 4.3 -0.1

0.1 -0.2 -1.2 0.3

1.0 3.0 -0.4 0.1

-0.5 -0.1 -3.4 -5.0

weights in 
a network

Clustering Only needs 2 bits

-0.4

0.4

2.9

-4.2

Table



Binary Weights 

ÅBinary Connect

Binary Connect: 
https://arxiv.org/abs/1511.00363 
Binary Network:
https://arxiv.org/abs/1602.02830
XNOR-net: 
https://arxiv.org/abs/1603.05279

network with binary weights

network with real 
value weights

Negative gradient 

Update direction

(compute on 
binary weights)

(compute on real  
weights)

Your weights are always +1 or -1



Binary Connect

https://arxiv.org/abs/1511.00363


