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The key to future efficient
retrieval/browsing applications

Spoken Document ™ -
Understanding
and Organization

peech is the primary and most convenient means of communication between individuals [1]. In

the future network era, the digital content over the network will include all the information activ-

ities for human life, from real-time information to knowledge archives, from working environ-

ments to private services. Apparently, the most attractive form of the network content will be in

multimedia, including speech information. Such speech information usually provides insight
concerning the subjects, topics, and concepts of the multimedia content. As a result, the spoken documents
associated with the network content will become key for retrieval and browsing.

On the other hand, the rapid development of network and wireless technologies is making it possible for
people to access the network content not only from the office/home, but from anywhere, at any time, via
small handheld devices such as personal digital assistants (PDAs) or cell phones. Today, network access is
primarily text based. The users enter the instructions by words or texts, and the network or search engine
offers text materials from which the user can select. The users interact with the network or search engine
and obtain the desired information via text-based media. In the future, it can be imagined that almost all
such functions of text can also be performed with speech. The user’s instructions can be entered not only by
text but possibly through speech as well since speech is a convenient user interface for a variety of user ter-
minals, especially for small handheld devices. The network content may be indexed/retrieved and browsed
not only by text but possibly also by the associated spoken documents as mentioned above. The users may
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also interact with the network or the search engine via either
text-based media or spoken/multimodal dialogs. Text-to-speech
synthesis can be used to transform the text information in the
content into speech when required. This is the general environ-
ment of retrieval/browsing applications for multimedia content
with associated spoken documents.

SPOKEN DOCUMENT UNDERSTANDING
AND ORGANIZATION
When considering the above network content access environ-
ment, we must keep in mind that, unlike the written documents
that are better structured with titles and paragraphs and thus
easier to retrieve and browse, multimedia/spoken documents are
merely video/audio signals, or a very long sequence of words
including errors even if automatically transcribed. Examples
include a three-hour video of a course lecture, a two-hour
movie, or a one-hour news episode. In general, they are not seg-
mented into paragraphs and no titles are mentioned for the
paragraphs. Thus, they are much more difficult to retrieve and
browse because the user simply cannot browse through each
from the beginning to the end. As a result, better approaches are
required for the understanding and organization of spoken doc-
uments (or the associated multimedia content) for easier
retrieval/browsing. This should include at least the following:
1) Named-entity extraction from spoken documents.
Named entities (NEs) are usually the keywords in the spo-
ken documents (or associated multimedia content). They
are the key to understanding the subject matters of the
documents, although they’re usually difficult to extract
from the spoken documents.
2) Spoken document segmentation. Spoken documents (or
the associated multimedia content) are automatically seg-
mented into short paragraphs, each with some central con-
cept or topic.
3) Information extraction for spoken documents. This step
involves automatically extracting the key information (such
as who, when, where, what, and how) for the events
described in the segmented short paragraphs. Very often,
the relationships among the NEs in the paragraphs are
extracted.
4) Spoken document summarization. This step involves
automatically generating a summary (in text or speech form)
for each segmented short paragraph of the spoken documents
(or associated multimedia content).
5) Title generation for spoken documents. This step involves
automatically generating a title (in text or speech form) for
each short paragraph of the spoken documents (or the associ-
ated multimedia content).
6) Topic analysis and organization. This step involves auto-
matically analyzing the subject topics of the segmented short
paragraphs of the spoken documents (or the associated multi-
media content), clustering them into groups with topic
labels, constructing the relationships among the groups, and
organizing them into some hierarchical visual presentation
that is easier for users to browse.

When all the above tasks can be properly performed, the spo-
ken documents (or associated multimedia content) are in fact
better understood and reorganized in a way that retrieval/brows-
ing can be performed easily. For example, they are now in the
form of short paragraphs, properly organized in some hierarchi-
cal visual presentation with titles/ summaries/topic labels as ref-
erences for retrieval and browsing. The retrieval can be
performed based on either the full content, the
summaries/titles/topic labels, or both. In this article, this is
referred to as spoken document understanding and organization
for efficient retrieval/browsing applications.

Note that while some of the areas mentioned above have
been studied or explored to a good extent, some of them have
not at this point in time. Yet, most of the work has been per-
formed independently within respective individual scopes and
reported as separated analyses and results. Great efforts have
been made to try to integrate several of these independent
projects into a specific application domain, and in recent years
several well-known research projects and systems have been
successfully developed towards this goal. Examples include the
Informedia System at Carnegie Mellon University [2], the
Multimedia Document Retrieval Project at Cambridge
University [3], the Rough'n’Ready System at BBN Technologies
[4], the Speech Content-based Audio Navigator (SCAN) System
at AT&T Labs-Research [5], the Broadcast News Navigator at
MITRE Corporation [6], the SpeechBot Audio/Video Search
System at Hewlett-Packard (HP) Labs [7], and the National
Project of Spontaneous Speech Corpus and Processing
Technology of Japan [8]. All of these successful projects and
systems have evidenced the importance and potential of
improved technologies towards the common goal of efficient
retrieval/browsing for massive quantities of spoken documents
and multimedia content.

The purpose of this article, however, is to present a concise,
comprehensive, and integrated overview of these related areas,
(including relevant problems and issues, general principles,
and basic approaches) in a unified context of spoken document
understanding and organization for efficient retrieval/brows-
ing applications. In addition, we present an initial prototype
system we developed at National Taiwan University as a new
example of integrating the various technologies and function-
alities. Note that similar efforts can be made based on informa-
tion of other media in the multimedia content, for example
based on the text, graphic, or video information. Here we focus
only on those based on the associated spoken documents. As
mentioned previously, speech information is usually the key
compared to other information. Also, note that speech under-
standing has existed as a research topic for a long time; statis-
tical approaches to speech understanding have been reviewed
in the article by Wang et al. [9]. Previously, speech under-
standing usually referred to understanding the speaker’s inten-
tion in such applications as spoken dialogues within specific
task domains (for example, for air travel reservation or confer-
ence registration). Here, the domains for network content can
be arbitrary and almost unlimited. Therefore, the technologies
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[FIG1] An illustration of the HMM-based retrieval model.

needed will have to be domain independent and quite different
from those used in spoken dialogues. Of course, for
retrieval/browsing purposes, the required accuracy for under-
standing is also different from that required in applications
such as spoken dialogs, where any error in understanding may
directly lead to a wrong system response.

The majority of the approaches and technologies to be
reviewed and discussed in this article were analyzed and verified
using various broadcast news archives. This is apparently due to
the availability of huge quantities of broadcast news archives
and the fact that many of the statistical approaches mentioned
here have to be based on huge quantities of corpora. Therefore,
in this article, if not otherwise mentioned, broadcast news
archives are taken as the default example spoken documents.
Other types of spoken documents, for example technical presen-
tations, will be mentioned when specific approaches for such
tasks are discussed.

BRIEF REVIEW OF INFORMATION

RETRIEVAL AND AUDIO INDEXING

Although this article is focused on spoken document under-
standing and organization, the purpose is to explore efficient
retrieval and browsing. So we will start with a brief review of
information retrieval (IR) and audio indexing. In the past two
decades, most of the research efforts in IR were focused on text
document retrieval, and the Text Retrieval Conference (TREC)
evaluations [10] of the 1990s are good examples. In the conven-
tional text document retrieval, a collection of documents
D={d;,i=1,2,...,N} is to be retrieved by a user’s query Q.
The retrieval is based on a set of indexing terms specifying the
semantics of the documents and the query, which are very often
a set of keywords or all the words used in all the documents. The
document retrieval problem can then be viewed as a clustering
problem, i.e., selecting the documents out of the collection that
are in the class relevant to the query Q. The documents are usu-
ally ranked by a retrieval model (or ranking algorithm) based on
the relevance scores between each of the documents d; and the
query Q evaluated with the indexing terms (i.e., those docu-
ments on the top of the list are most likely to be relevant). The
retrieval models are usually characterized by two different
matching strategies, namely, literal term matching and concept
matching. These two strategies are briefly reviewed below.

LITERAL TERM MATCHING

The vector space model (VSM) is the most popular example for
the literal term matching [11]. In VSM, every document d; is
represented as a vector c?,-. Each component w; ; in this vector is
a value associated with the statistics of a specific indexing term
(or word) £, both within the document d; and across all the doc-
uments in the collection D,

wit = fit x In(N/Np), )

where f;; is the normalized term frequency (TF) for the term
(or word) £ in d; used to measure the intradocument weight
for the term (or word) £, while In(N/Ny) is the inverse docu-
ment frequency (IDF), where Ny is the total number of docu-
ments in the collection that include the term (or word) £, and
N is the total number of documents in the collection D. IDF is
to measure the interdocument discriminativity for the term ¢,
reflecting the fact that indexing terms appearing in more doc-
uments are less useful in identifying the relevant documents.
The query Q is also represented by a vector Q constructed in
exactly the same way, i.e., with components wy ; in exactly the
same form as in (1). The cosine measure is then used to esti-
mate the query-document relevance scores:

R(Q.d)=(Q-d) / (1@1-1di). @

which apparently matches Q and d; literally based on the terms.
This model has been widely used because of its simplicity and
satisfactory performance.

The literal term matching can also be performed with proba-
bilities, and the N-gram-based [12] and hidden Markov model
(HMM)-based [13] approaches are good examples. In these mod-
els, each document d; is interpreted as a generative model com-
posed of a mixture of N-gram probability distributions for
observing a query Q, while the query Q is considered as observa-
tions, expressed as a sequence of indexing terms (or words)
Q= Hhty ... tj... fy, where #;is the jth indexing term in Q and
n is the length of the query (as illustrated in Figure 1). The N-
gram distributions for the terms £, for example P(¢;|dy)
and P(¢; |?j_1, d;) for unigrams and bigrams, are estimated from
the document d; and then linearly interpolated with the back-
ground unigram and bigram models estimated from a large out-
side text corpus C, P(¢;|C) and P(¢;|tj—1, C). The relevance
score for a document d; and the query Q = t1fo...1y... 1, can
then be expressed as (with unigram and bigram models)

PQQ|d;) =[m1P(t|d;) + maP(t1|0)]

n
X 1_[ [m1P(t]d;) + maP(8]0)
=2

+m3P(tjlti-1, di) + myP(tj|ti—1, O], (3)
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which again matches Q and d; based literally on the terms.
The unigram and bigram probabilities, as well as the weighting
parameters, mj, ..., my, can be further optimized. For exam-
ple, they can be optimized by the expectation-maximization
(EM) or minimum classification error (MCE) training algo-
rithms, given a training set of query exemplars with the corre-
sponding query-document relevance information [14].

CONCEPT MATCHING

Both approaches mentioned above are based on matching the
terms (or words) and thus very often suffer from the problem of
word-usage diversity (or vocabulary mismatch) when the query
and its relevant documents are using quite different sets of
words. In contrast, the concept matching strategy tries to dis-
cover the latent topical information inherent in the query and
documents, based on which the retrieval is performed; the latent
semantic indexing (LSI) model is a good example [15]. LSI starts
with a “term-document” matrix W, describing the intra- and
interdocument statistical relationships between all the terms
and all the documents in the collection D, in which each term ¢
is characterized by a row vector and each document d; in D is
characterized by a column vector of W. Singular value decom-
position (SVD) is then performed on the matrix W to project all
the term and document vectors onto a single latent semantic
space with significantly reduced dimensionality R:

W~W=UxV, %)

where W is the rank-R approximation to the term-document
matrix W, U is the right singular matrix, X is the R x R diago-
nal matrix of the R singular values, V is the right singular
matrix, and 7 denotes matrix transposition. In this way, the
row/column vectors representing the terms/documents in the
original matrix W can all be mapped to the vectors in the same
latent semantic space with dimensionality R. As shown in
Figure 2, in this latent semantic space, each dimension is
defined by a singular vector and represents some kind of latent
semantic concept. Each term £ and each document d; can now
be properly represented in this space, with components in each
dimension related to the weights of the term ¢ and document d;
with respect to the dimension, or the associated latent semantic
concept. The query Q or other documents that are not repre-
sented in the original analysis can be folded in, i.e., similarly
represented in this space via some simple matrix operations. In
this way, indexing terms describing related concepts will be near
to each other in the latent semantic space even if they never co-
occur in the same document, and the documents describing
related concepts will be near to each other in the latent seman-
tic space even if they never use the same set of words. Thus, this
is concept matching rather than literal term matching. The rele-
vance score between the query Q and a document d; is estimat-
ed by computing the cosine measure between the corresponding
vectors in this latent semantic space. A more detailed elucida-
tion of LSI and its applications can be found in [16].

In recent years, new efforts have been made to establish the
probabilistic framework for the above latent topical approaches,
including improved model training algorithms. The probabilis-
tic latent semantic analysis (PLSA ) or aspect model [17] is often
considered as a representative of this category. PLSA introduces
a set of latent topic variables {7y, k = 1,2, ..., K} to character-
ize the term-document cooccurrence relationships, as shown in
Figure 3. A query Q is again treated as a sequence of observed
terms, Q = t1f2... 4. .. t,, while the document d; and a term ¢;
are both assumed to be independently conditioned on an associ-
ated latent topic 7. The conditional probability of a document
d; generating a term #; thus can be parameterized by

K
P(j\dp) =y Pt T P(T . ®)
k=1

Third Dimension
A

od’-

y
>

Second Dimension

First Dimension

[FIG2] Three-dimensional schematic representation of the latent
semantic space and the LSI retrieval model.

Documents

Latent Topics Query Q
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[FIG3] Graphical representation of the PLSA-based retrieval
model.
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When the terms in the query Q are further assumed to be inde-
pendent given the document, the relevance score between the
query and document can be expressed as

n K
PQld) =[] [
k

Pt Tie) P(Tx Idi):| . (6)
j=1lk=1

Notice that this relevance score is not obtained directly from the
frequency of the respective query term # occurring in d; but
instead through the frequency of #; in the latent topic 7} as well
as the likelihood that d; generates the latent topic 7. A query
and a document thus may have a high relevance score even if
they do not share any terms in common; this, therefore, is con-
cept matching. The PLSA model can be optimized by the EM
algorithm in either an unsupervised manner using each individ-
ual document in the collection as a query exemplar to train its
own PLSA model or in a supervised manner using a training set
of query exemplars with the corresponding query-document rel-
evance information.

SPOKEN DOCUMENTS/QUERIES

All the retrieval models mentioned above can be equally applied
to text or spoken documents with text or spoken queries. The
primary difficulties for the spoken documents and/or queries are
the inevitable speech-recognition errors, including the prob-
lems with spontaneous speech (such as pronunciation variation
and disfluencies) and the out-of-vocabulary (OOV) problem for
words outside the vocabulary of the speech recognizer. A princi-
pal approach to the former, in addition to the many approaches
for improving the recognition accuracy, is to develop more
robust indexing terms for audio signals. For example, multiple
recognition hypotheses obtained from N-best lists, word
graphs, or sausages can provide alternative representatives for
the confusing portions of the spoken query or documents [18].
Improved scoring methods using different confidence measures
(for example, posterior probabilities incorporating acoustic and
language model likelihoods) or other measures considering
relationships among the recognized word hypotheses [19]-[20],
as well as prosodic features including pitch, energy stress, and
duration measure [21], can also help to properly weight the
term hypotheses. The use of subword units (e.g., phonemes for
English and syllables for Chinese) or segments of them, rather
than words as the indexing terms # mentioned above has also
been shown to be very helpful [18], [19], [22]. Because the
incorrectly recognized spoken words may include several sub-
word units correctly recognized, matching on the subword level
has the advantages of partial matching. Moreover, all words,
whether within the vocabulary of the recognizer or not, are
composed of a few subword-level units. Therefore, matching on
the subword level is very often an effective approach for bypass-
ing the OOV problem mentioned above because the words in the
spoken query/documents may be reasonably matched even if
they are not in the vocabulary and cannot be correctly recog-
nized. Furthermore, because word-level terms possess more

semantic information, whereas subword-level terms are more
robust against the speech recognition errors and the OOV prob-
lem, there are good reasons to fuse the information obtained
from the two different levels of terms £ In addition, another set
of approaches tries to expand the representation of the
query/document using the conventional IR techniques (such as
pseudo-relevance feedback). Techniques based on the acoustic
confusion statistics and/or semantic relationships among the
word- or subword-level terms derived from some training cor-
pus have been shown to be very helpful as well [20], [23]. More
detailed issues regarding retrieval of spoken documents will also
be reviewed by Koumpis and Renals [24].

TECHNOLOGY AREAS FOR SPOKEN DOCUMENT
UNDERSTANDING AND ORGANIZATION

As mentioned previously, a number of technology areas are
involved in spoken document understanding and organization
for efficient retrieval/browsing. Each of these areas will be
briefly reviewed in this section.

NAMED ENTITY EXTRACTION

FROM SPOKEN DOCUMENTS

Named entities (NEs) include 1) proper nouns such as names for
persons, locations, organizations, artifacts, and so on, 2) tempo-
ral expressions such as “Oct. 10 2003” or “1:40 p.m.,” and 3)
numerical quantities such as “fifty dollars” or “thirty%.” They
are usually the keywords of the documents. The temporal
expressions and numerical quantities can be easily modeled and
extracted by rules; therefore, they will not be further mentioned
here. The person/location/organization names, however, are
much more difficult to identify in text or spoken documents.
Sometimes it is even difficult to identify which kind of names
they are, for example, “White House” can be either an organiza-
tion name or a location name based on the context [25]. The
NEs, as well as their categories, are the first and most funda-
mental knowledge required for understanding and organizing
the content of the documents. The task of automatic extraction
of NEs originated from the Message Understanding Conferences
(MUC) sponsored by a U.S. Defense Advanced Research Projects
Agency (DARPA) program [26] in the 1990s; this program was
aimed at the extraction of information from text documents.
More research work on NE extraction from spoken documents
has been carried out on American English broadcast news (also
under DARPA-sponsored programs )since the late 1990s, and it
has been extended to many other languages in the past several
years [27], [28]. Substantial work has been done in developing
rule-based approaches for locating the NEs [29]. For example,
the cue-word “Co.” possibly indicates the existence of a company
name in the span of its predecessor words and a cue-word “Mr.”
possibly indicates the existence of a person name in the span of
its successor words. Such an approach has been very useful.
However, the rules may become very complicated when we wish
to cover all different possibilities. It will be very time consuming
and difficult to handcraft all the rules, especially when the task
domain becomes more general or when new sources of docu-

IEEE SIGNAL PROCESSING MAGAZINE [46] SEPTEMBER 2005



ments are being handled. This may be the reason that model-
based (or machine-learning-based) approaches were proposed
later on, such that some model can be initially trained using a
sufficient quantity of data annotated with the types and loca-
tions of the NEs, and the model can then be steadily improved
through use [25]. In many cases, the rule-based and model-
based approaches can be properly integrated to take advantage
of the nice properties of both.

In model-based NE extraction, the goal is usually to find the
sequence of NE labels (person name, location name, or other
words), £'= ning ...nj...ny, for a sentence or term sequence,
S=HhHt ... tj.. .ty that maximizes the probability P(E£'[S). S
can be a sequence of recognized words with recognition errors
and incorrect sentence boundaries in the transcription of spo-
ken documents and 7; is the NE label for the term #;. The HMM,
as depicted in Figure 4, is probably the best typical representa-
tive model used in this category [25]. This model consists of one
state modeling each type of the NE (person, location, or organi-
zation), plus one state modeling other words in the general lan-
guage (non-named-entity words), with a possible transition
between states. Each state is characterized by a bigram or tri-
gram language model estimated for that state, and state-transi-
tion probabilities can be similarly trained. The Viterbi algorithm
can thus be used to find the most likely state sequence, or NE
label sequence E, for the input sentence; the segment of consec-
utive words in the same NE state is taken as an NE. As another
important representative, in the recent past the maximum
entropy (ME) modeling approach has been used in NE extrac-
tion. In this approach, many different linguistic and statistical
features, such as part-of-speech (POS) information, rule-based
knowledge, and term frequencies, can all be represented and
integrated in the framework of a statistical model with which
the NEs can be identified. It was shown that very promising
results can be obtained with this approach [28], [30].

At National Taiwan University, we recently developed a new
approach for NE extraction with the help of the global informa-
tion from the entire document using the PAT tree data structure
[31]. Very often, some NEs are difficult to identify in a single sen-
tence. However, if the scope of observation can be extended to the
entire document, it will be found that this entity appears several
times in several different sentences; it has a higher likelihood to
be an NE when all those occurrences in different sentences can be
considered jointly. The PAT tree is an efficient data structure suc-
cessfully used in information retrieval. It is especially efficient for
indexing a continuous data stream, such that the frequency
counts of all segments of terms in a document can be obtained
easily from a tree structure constructed with that document. It
was shown that by incorporating the framework of various
approaches of NE extraction with a PAT tree for the entire docu-
ment, significantly improved performance can be achieved. In all
cases, the NEs are very often OOV, or unknown, words. A typical
approach for dealing with this problem, for example in the HMM
modeling mentioned above, is to divide the training data into two
parts during training. In each half, every segment of terms or
words that does not appear in the other half is marked as

“unknown,” such that the probabilities for both known and
unknown words occurring in the respective NE states can be
properly estimated. During testing, any segment of terms that is
not seen before can thus be labeled “unknown,” and the Viterbi
algorithm can be carried out to give the desired results [25].

All the approaches mentioned above are equally useful for
NE extraction from both text and spoken documents. Usually,
the spoken documents are first transcribed into a sequence of
terms or words, and the same approaches for text can then be
applied. However, NE extraction from spoken documents is
much more difficult than that from text documents, not only
because of the presence of recognition errors and problems of
spontaneous speech but also due to the absence of the textual
clues such as punctuations or sentence boundaries (in particu-
lar the capital letters indicating proper nouns). In fact, a more
difficult problem is that many NEs are OOV words and thus can-
not be correctly recognized in the transcriptions in the first
place [27]. Extra measures are, therefore, definitely needed in
the case of spoken documents. Performing the extraction on
multiple recognition hypotheses, such as word graphs or
sausages, and using confidence scores have been two typical
approaches. Class-based language models with different POS as
classes for the state of general language words to be used in the
above HMM approach were also found useful [31]-[33]. In
recent years, several approaches were developed to try to utilize
the rich resource of the Internet as the background knowledge
for extracting from spoken documents NEs that are OOV words.
In such approaches, selected words with higher confidence
measures in the transcription obtained with the initial recogni-
tion on the spoken document can be used to construct queries
to retrieve from the Internet text documents relevant to the spo-
ken document being considered. NE extraction can then be per-
formed on these retrieved text documents, the obtained NEs can
be added to the recognition vocabulary, and the language model
can be adapted using the retrieved text documents. Second-pass
transcription of the spoken document based on the updated
vocabulary and language model may then be able to correctly
recognize the OOV words. In some similar approaches, for the
recognized words in the initial transcription with lower

Person

Sentence

S=tip.t;..t,
Organization

General Language

[FIG4] An illustration of HMIM-based named-entity extraction.
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Sentence Sequence
5,5, ..S;..Sy

[FIG5] HMM-based spoken document segmentation.

confidence measures, the associated phone (or syllable)
sequence can also be directly matched with the relevant text
documents or the newly obtained NEs, such that the incorrectly
recognized OOV words may possibly be recovered. In both cases,
the achievable improvements depend heavily on the accurate
retrieval of the highly relevant documents that can successfully
include the OOV words for the spoken documents, which in
turn relies on good choice of the indexing terms and the con-
struction of good queries [31], [34].

SPOKEN DOCUMENT SEGMENTATION

Automatic spoken document segmentation is used to set the
boundaries between different small topics being mentioned in
long streams of audio signals and divide the spoken documents
into a set of cohesive paragraphs sharing some common central
topic. This is less critical in text documents, which are usually
well segmented into paragraphs, sections, or chapters by the
authors, although much work has also been done on text docu-
ment segmentation. For multimedia or spoken documents, such
as a three-hour video of a course lecture, a two-hour movie, or a
one-hour news episode, such segmentation becomes important
for efficient retrieval and browsing. In such cases, the automatic
segmentation is to be performed on long streams of transcribed
words with recognition errors, even without sentence bound-
aries. Substantial efforts have been made on feature-based seg-
mentation approaches, in which cue words or phrases indicating
the beginning/ending of a topic or a switching point of the top-
ics can be identified as features for segmentation either statisti-
cally or with the help of human knowledge [35]. For example, a
set of discourse markers consisting of cue words obtained with
word statistics was successfully used in conjunction with pause
information for the task of detecting paragraph breaks in a tech-
nical presentation archive [36]. Approaches based on similarity
among sentences have also been extensively investigated. Here,
a “sentence” may be a short sequence of transcribed words with
fixed length, or the sentence boundaries may be assumed at
longer pause durations in the acoustic signal. As an example of
such approaches, the similarity between two sentences can be
estimated by the number of terms commonly used or cosine
measures for the vector representations of the sentences
obtained by VSM or LSI in IR. This similarity measure can be
evaluated for each pair of sentences within a paragraph hypothe-

sis, as well as for each pair of sentences taken from two adjacent
paragraph hypotheses across a segmentation point candidate. By
comparing these two different sets of similarities while shifting
the segmentation point candidate, the segmentation point can
be identified. As another example, assuming a sequence of sen-
tences 5152 ...S; has been determined to describe the same
topic, the sentences can be considered as a document and the
relevance scores between the next sentence S;;1 and this docu-
ment can be evaluated with any of the above IR approaches
(VSM or LSI); based on this, it can be decided if S;11 belongs to
the same paragraph or is the beginning of a new paragraph.

Recent work on segmentation seems to be more focused on
model-based approaches, primarily the HMM approach [37],
[38]. In this approach (as shown in Figure 5), a total of I topic
clusters, {ug, k=1,2,..., I}, form the I states of the HMM.
These topic clusters are trained with a training corpus of seg-
mented text documents with labeled topics, or by, for example,
K-mean algorithm if the training segments are not labeled. The
unsegmented transcription of spoken documents is taken as the
observations in the form of a sequence of sentences,
5152...S;...Sy. Similar to the above, the “sentences” here
may not have correct boundaries. The probability for each “sen-
tence” S; = tify...tj...t,, where ¢ is the jth term, to be
observed for each topic cluster (or state) u; can then be evaluat-
ed by N-gram probabilities trained from the training documents
in the topic cluster uy

n

P(Silug) =m1 Pt lup) x | | [ma Pltlug) + moPlti1, wp)]

j=2
(7

assuming uni- and bigram probabilities are used, and m; and
my are weighting parameters. The above equation is very simi-
lar to (3) for HMM for IR, except the document d; in (3) is
replaced by the topic cluster uy here, and we may not need an
outside corpus C for smoothing the uni- and bigram models if
enough training corpus is available. Each topic cluster (state)
may have a fixed transition probability p; for transition to a dif-
ferent state as well as another po for remaining in the same
state. The transition probabilities may also be estimated using
the frequency counts of transitions between clusters in the
training set. Various approaches can be developed to improve
this model. For example, p1 can be further modified by a pause
duration model (so a longer pause in the audio signal implies
higher probability to transit to a different topic), and po can be
further modified by a paragraph-length model (e.g., p2 can be
smaller when the present paragraph has been long enough), and
so on [38]. Viterbi algorithm can then be performed on the
input observations, and the state transition obtained is taken as
a segmentation point. This HMM-based approach has been
recently extended to embed the PLSA model in the representa-
tion of the state observation probabilities, and a considerable
performance gain was indicated [39].
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INFORMATION EXTRACTION FOR SPOKEN DOCUMENTS
Information extraction (IE) has long been considered a very
important area in natural language understanding. It usually
refers to the processes of extracting the salient facts about some
prespecified templates of information regarding the entities or
events (in particular the relationships among them) from the
documents (or paragraphs of documents as discussed here) and
then organizing some semantic representation for such informa-
tion for efficient use. The approaches used in IE vary significantly
for different cases, but the core processes include lexical process-
ing, syntactic analysis, semantic analysis, and output presenta-
tion [40], [41]. POS tagging is usually an important component
in lexical analysis. In this component, a most likely lexical class
tag is automatically assigned to each word in a sentence. The NE
extraction discussed previously is commonly considered as a part
of this component, because the person/location/organization
names are very important lexical classes that can be tagged to the
words in addition to other lexical classes. In fact, in many cases,
the final output of IE is exactly the relationships among the NEs
in the documents. Syntactic analysis, on the other hand, is very
often accomplished by syntactic parsing, in which the core con-
stituent structures of sentences (e.g., the noun, verb, and prepo-
sitional phrases) are identified based on a grammar, an example
of which is a set of finite state rules with or without probability
distributions. Then, the head words in each of the identified con-
stituents usually give the key information needed. For example,
the head words in the subject-noun phrase and the object-noun
phrase are very often some domain-specific NEs, the verb that
takes them as arguments may represent the relationship between
them, and all these together may describe some event. The
prepositional phrases may reveal the temporal and location infor-
mation for the objects or events. Semantic analysis then tries to
further explore some additional linguistic cues via semantics. As
a simple example, it is often necessary to identify the various
forms of the same objects or NEs throughout a given context
(e.g., acronyms or aliases) and to resolve the references of pro-
nouns or demonstratives in most cases based on the earlier men-
tioned terms. The final step of IE is to organize or present the
extracted information in some form of appropriate templates (or
abstract data structures) for efficient use, for example being auto-
matically entered into a database to be used in indexing/retrieval
or question-answering, or being used in composing a summary
or a title with natural language.

All the processes mentioned above can be accomplished by
either rule- or model-based approaches or the combination of
both. Take the component of POS tagging as an example [42]. As
mentioned above, POS tagging can be considered as an extended
or generalized version of the NE extraction problem because other
lexical class tags in addition to the NEs are also to be assigned to
all the words in a sentence. It can therefore be imagined that
approaches and issues similar to those for NE extraction equally
apply here. For example, the rule-based approaches are apparently
useful, in which a large set of disambiguation rules derived either
manually or statistically are able to solve many of the problems.
On the other hand, HMM-based tagging is a good example for

model-based approaches. In this approach, the best sequence of
tags Q =p1p2...pj...pn for a sentence S=t1fo... 4. . 1y,
where p; is the POS tag for the word (or term) #, can be chosen by
maximizing the probability P(Q|S) based on a probabilistic gener-
ative model or an HMM. This model has an extended form similar
to that in Figure 4 and can be trained by a pretagged corpus. There
is also the so-called transformation-based tagging, which is in fact
an integration of both rule- and model-based approaches. In this
case, a set of templates (or transformations) that condition the tag
specification of a given word on the context of its preceding and/or
succeeding words was developed for deducing the rules that can
capture the interdependencies between the words and the corre-
sponding tags. With the aid of a pretagged training corpus, these
rules can then be incrementally learned by selecting and sequenc-
ing the transformations that can transform the training sentences
to a best set of POS tag sequences closest to the set of the corre-
sponding training tag sequences.

All these approaches mentioned above apply equally to text
and spoken documents, although at the moment most work on
IE is focused on text documents and relatively limited work on
spoken documents have been reported [32], [33]. In the case of
spoken documents, apparently more difficult problems (such as
those due to speech recognition errors and spontaneous speech)
must be addressed.

SPOKEN DOCUMENT SUMMARIZATION

Research work in automatic summarization of text documents
dates back to the late 1950s, and the efforts have continued
through the decades. The World Wide Web not only led to a ren-
aissance in this area but extended it to cover a wider range of
new tasks, including multidocument, multilingual, and multi-
media summarization [43]. The summarization can, in general,
be either extractive or abstractive. Extractive summarization
tries to select a number of indicative sentences, passages, or
paragraphs from the original document according to a target
summarization ratio and then sequence them to form a summa-
ry. Abstractive summarization, on the other hand, tries to pro-
duce a concise abstract of desired length that can reflect the key
concepts of the document. The latter seems to be more difficult,
and recent approaches have focused more on the former. As one
example, the VSM model for IR can be used, respectively, to rep-
resent each sentence of the document as well as the whole docu-
ment in vector form. The sentences that have the highest
relevance scores to the whole document, as evaluated with (2),
are selected to be included in the summary. When it is desired to
cover more important but different concepts in the summary,
after the first sentence with the highest relevance score is select-
ed, indexing terms in that sentence can be removed from the
rest of sentences and the vectors can be reconstructed; based on
this, the next sentence can be selected, and so on [44]. As anoth-
er example, the LSI model for IR can be used to represent each
sentence of a document as a vector in the latent semantic space
for that document, which is constructed by performing SVD on
the “term-sentence” matrix W' for that document. The right
singular vectors with larger singular values represent
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dimensions for more important latent semantic concepts in that
document. Therefore, the sentences with vector representations
having the largest components in these dimensions can be
included in the summary [44]. As still another example, each sen-
tence in the document, S= f1#2...4...,, represented as a
sequence of terms, can be simply given a score 1(S), which is
evaluated based on some statistical measure s(¢;) (such as TF/IDF
in (1) or similar) and linguistic measure /(#)) (e.g., NEs and differ-
ent parts-of-speech (POSs) are given different weights, function
words are not counted) for all the terms #; in the sentence,

]. n
18) =3 [ast) +ral(t)], ®)

j=

where A1 and Ay are some weighting parameters, and the sen-
tence selection can be based on this score [45]. These selected
sentences in all the above cases can also be further condensed by
removing some less important terms if a higher compression
ratio is desired.

The above approaches equally apply to both text and spoken
documents. However, the spoken documents bring added diffi-
culties such as recognition errors, problems with spontaneous
speech, and lack of correct sentence or paragraph boundaries.
To avoid the redundant or incorrect parts while selecting the
important and correct information, multiple recognition
hypotheses, confidence scores, language model scores, and
other grammatical knowledge have been utilized [46]. As an
example, (8) may be extended as

1 n
18) = = 3 [5t) + hallt)) + hac(t) + ag(t] + A5b(S),
j=1

)

where c(#) and g(¢;) are obtained from the confidence score and
N-gram score for the term #, 6(S) is obtained from the gram-
matical structure of the sentence S, and A3, A4, and A5 are
weighting parameters. In addition, prosodic features (intonation,
pitch, energy, or pause duration) can be used as important clues
for summarization, although reliable and efficient approaches to
use these prosodic features are still under active research [46].
The summary of spoken documents can be in either text or
speech form. The text form has the advantages of easier browsing
and further processing but is inevitably subject to speech recog-
nition errors as well as the loss of the speaker/emotional/prosodic
information carried only by the speech signals. The speech form
of summary can perverse the latter information. It is free from
recognition errors but with the difficult problem of smooth con-
catenation of speech segments.

TITLE GENERATION FOR SPOKEN DOCUMENTS

A title is different from a summary, in addition to being especially
short. The summary is supposed to tell the key points, major
conclusion, or central concepts of the document. A title only
tells what the document is about, using only several words or

phrases concatenated in a readable form. Generally, a title is at
most a single sentence, if not shorter. But the title exactly com-
plements the summary during browsing. The user can easily
select the desired document with a glance at the list of titles.
Title generation seems to be more difficult than summarization,
and much less work has been reported. A few years ago, the
Informedia Project at CMU compared several basic approaches
based on a framework assuming the availability of some train-
ing corpus of text documents with human-generated titles
[47]. This assumption is reasonable at least for broadcast news
because all text news stories do have human-generated titles.
Let D = {a_fj, j=1,2,..., L} be the set of L training documents
and Z = {zj, j=1,2,...,L} be the set of corresponding
human-generated titles, all in text form. The basic idea is then
to learn the relationships between a_fj and its corresponding
human-generated title z; using D and Z during training and try
to extend such relationships to the given spoken document d; to
obtain the automatically generated title z;. Such a framework is
also quite different from document summarization.

There are several basic approaches for title generation. In the
K-nearest-neighbor (KNN) approach [48], for each given spoken
document d;, rather than creating a new title z;, one may try to
find an appropriate title in the training corpus z; € Z for a train-
ing document (?j € D that is the nearest to d;. The distance meas-
ure between documents can be evaluated with statistics of the
indexing terms such as TF/IDF in (1). Because z; is actually gen-
erated by a human, it is well readable. Yet, this approach has the
fatal problem of requiring some training documents highly corre-
lated to the given spoken documents. It cannot perform well at all
for a document telling a complete new story. In the native
Bayesian approach with limited terms (NBL) [49], one tries to
identify the document-term/title-term pair ¢ cooccurring in all
pairs of documents and its corresponding human-generated title
(d;, ) in the training corpus, where ¢ € dj, dj € D and t € ;,
zZje Z. Then, one estimates the probability for a term # in the
training document c7] to be selected and used in its human-gener-
ated title z;. This estimation was achieved by some statistical
measures based on the term frequencies for all such document-
term/title-term pairs ¢ in its respective title Z; and document d; in
the training corpus, as well as some other statistics from the
training corpus. For a given spoken document, the terms to be
used in the automatically generated title are then selected from
the terms in the transcription based on the probabilities men-
tioned above and other statistical parameters, such as the term
frequencies for all the terms # in the transcription. In still another
approach, those terms to be used in the titles can be simply
selected from the extracted NEs with higher scores, and the
TF/IDF scores can also be used. But in these latter approaches,
the selected terms may not be in good order; therefore, they may
need to be resequenced to produce a readable title. One way to
achieve this purpose is to perform a Viterbi algorithm on an HMM
for the selected terms, in which each selected term is a state and
N-gram probabilities are assigned as state transition probabilities.

At National Taiwan University, we successfully developed a
improved approach [50], [51] that tries to integrate the nice
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properties of the above approaches. We first extract the NEs
when transcribing the given spoken document d; and obtain
the top j training documents in the training corpus D nearest
to this transcription using the KNN approach. The human-gen-
erated titles of these j training documents are then rescored
based on the term scores obtained from the probabilities esti-
mated in the NBL approach mentioned above, and the best
training title 7 for the given spoken document d; is chosen.
But this title is still for a training document. So the terms that
appear in the selected training title Z] but do not yet appear in
the transcription of the given spoken document d; should be
replaced by the NEs extracted from d; with the highest scores
but that do not yet appear in the selected title z}. All the terms
in the title thus obtained should be resequenced by an Viterbi
algorithm for the terms, as mentioned above, to produce the
final title for the given spoken document. This new approach
was shown to produce better titles than the previous approach-
es. The basic structure of the title is human generated and,
therefore, well readable. The keywords of the given spoken doc-
uments, very often NEs or OOV words, can be selected and used
in the title thanks to the NE extraction and the probabilities for
terms to be used in the titles estimated by the NBL approach.

TOPIC ANALYSIS AND ORGANIZATION

Topic analysis and organization refers to analyzing the inherent
topics discussed in each document and offering an overall knowl-
edge of the semantic content of the entire document collection
in some form of hierarchical structure with concise visual pres-
entation. The purpose is to enable comprehensive and efficient
access to the document collection and to derive a best set of
query terms for each topic cluster. This is usually some kind of
data-driven organization. It can help the users to compose better
queries and browse across the documents efficiently as well as to
better grasp the relationships among the documents. BBN’s
Rough’'n’Ready system [4] may represent one of the few early
efforts for spoken documents in this direction. In this system,
each spoken document (broadcast news story) was automatically
given a short list of topic labels describing the main themes of
the document (serving the purposes of the titles as mentioned
above), and all documents were organized in a tree-structure
hierarchy classified by dates, sources for the news, and so on.

The WebSOM approach [52], [53] is another typical example
of data-driven topic organization for a document collection. In
this approach, each document in the collection can be repre-
sented by a vector using the LSI model in IR. These vectors are
then taken as the input to derive the self-organizing map (SOM)
for the documents. SOM is a well-known neural network model
that can be trained in an unsupervised way [54]. The documents
can thus be clustered based on the latent semantic concepts,
and the document clusters and the relationships among the
clusters can be presented as a two-dimensional (2-D) map. On
this map, each topic cluster is represented as a lattice point (or a
neuron), and the closely located lattice points (or neurons) in
nearby regions on the map represent related topic clusters. Each
document can be assigned a unique coordinate corresponding

to the closest cluster representative. In this way, the users are
able to browse the semantically related documents on the map,
either within the same lattice point (or topic cluster) or across
neighboring lattice points.

The ProbMap [55] is yet another typical example with pur-
poses similar to the above but extended from the PLSA model.
The documents are organized into latent topic clusters, and the
relationships among the clusters can be presented as a 2-D map
on which every latent topic cluster is a lattice point. In this
approach, an additional set of latent variables
(Yi,k=1,2,..., K} is introduced with respect to the latent
topics {7y, k=1,2, ..., K}. Each latent variable Y defines a
probability distribution {P(7;|Yy),l=1,2,..., K} that repre-
sents the statistical correlation between the latent topic 7 and
each of the other latent topics 7;. This distribution not only
describes the semantic similarity among the latent topics, but it
can blend in additional semantic contributions from related
latent topics 7; to a given latent topic 7. In this way, the condi-
tional probability of observing a term ¢; in a document d;,
P(t;|d;), previously expressed by (5) in PLSA, can be modified as

K
P(tjldp) = ) P(Trldp) P(t;1 Ty)
k=1

K

=1

K
= > P(T;|d)) [Z P(T1|Yk>P<tj|Tf)}. (10)
k =1

The probability distribution P(7;|Yy) can be expressed as a
neighborhood function in terms of some distance measure
between the location of the latent topic 7} and those for other
latent topics 7; on the 2-D map. This model can be trained in an
unsupervised way by maximizing the total log-likelihood L7 of
the document collection {d;,7i =1,2, ..., N} in terms of the
unigram P(¢;|d;) of all terms #; observed in the document col-
lection, using the EM algorithm:

N N’
Lr="7)" )" c(t;dplog Ptjld), 1
i=1j=1

where N is total number of documents in the collection, NV’ is
the total number of different terms observed in the document
collection, c(#, d;) is the frequency count for the term ¢; in the
document d;, and P(¢;|d;) is the probability obtained in (10). In
this way, the probability of observing a term #; in a latent topic
Ty is further contributed to by the probabilities of observing this
term #; in all different latent topics 7; but weighted by the dis-
tance between 7; and 7; on the map, as indicated in (10). By
maximizing the total likelihood L7 in (11), those latent topics
with higher statistical correlation are to be located close to each
other on the map. Different from the WebSOM mentioned above
in which each document d; is assigned to a single topic cluster,
here a document d; can be assigned to many different latent top-
ics with different probabilities; this intuitively seems to be more
reasonable. Also, with the total log-likelihood adopted in training,
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quite a few theoretically attractive machine learning algorithms
can be applied.

INTEGRATION RELATIONSHIPS

AMONG THE INVOLVED TECHNOLOGY AREAS

As can be understood, all the various technology areas discussed
above are closely related to one another and should be properly
integrated to achieve the desired functionalities and the best
possible performance. Figure 6 is a diagram for such integration
relationships among these areas in a hierarchical structure. As
in the figure, the various technology areas may be considered as
being on four different levels from bottom to top, including the
term, concept, summary, and topic levels. NE extraction belongs
to the lowest term level. It provides the most important terms to
be used by all the other processes; therefore, it is the base for all
higher level processes. Spoken document segmentation divides
a long spoken document stream into short paragraphs based on
the concepts mentioned. Information extraction further identi-
fies the exact concepts within each paragraph. Therefore, they
both belong to the concept level. Precise NEs are certainly
important for both of these processes. On the other hand, it is
believed that the information extraction actually offers a very
good framework helpful in composing good summaries. Yet, it is
still not well known today how this can be achieved because
most of the spoken document summarization techniques today

are actually structured in a different way, for example by select-
ing the important sentences rather than via information extrac-
tion. Similarly, it is also believed that information extraction can
offer some key knowledge very helpful in producing good titles,
although today again the titles are not generated in this way.
The terms used in the titles may naturally be the key terms in
the summaries, and the titles may be considered as very concise
summaries as well. Therefore, not only can the summarization
and title generation both be considered to be on the summary
level, but the information extraction can also be considered to
extend from the concept level up to the summary level; thus, the
concepts identified on the concept level can be further con-
cretized into summaries and titles on the summary level.
Finally, the titles usually include key terms indicating the topic
area, so the title generation can also be considered to extend
from the summary level up to the topic level. On the topic level,
the topic analysis and labels may help to produce good titles,
and the titles may help in the topic analysis. Topic
analysis/organization and title generation on the topic level are
again helpful to each other.

The above description provides bottom-up relationships in
Figure 6. The complete relationships in Figure 6 also include
those that are top down. For example, the knowledge about the
topic areas of the documents is definitely helpful to all-lower
level processes, for example, to the NE extraction in the lowest
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[FIG6] Integration relationships among the involved technology areas for spoken document understanding and organization for

retrieval/browsing applications.
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term level and the spoken document segmentation and infor-
mation extraction in the second lowest concept level. In fact, it
is easy to see that the understanding achieved on each level is
helpful to all other levels, both upward and downward. As a
result, an efficient interaction among the different processes
on the different levels will be very beneficial, and a good
approach incorporating both bottom-up and top-down integra-
tion will be highly desired. One possible way to achieve this
may be to begin the processes bottom-up and then feed the
information or knowledge obtained in some higher-level
processes back to some lower levels. The lower-level processes
can then be restarted and the bottom-up processes can be
reexecuted. This can be carried out recursively in several itera-
tions to achieve the best results, although it is still not quite
clear at the moment how this can be exactly accomplished.
Finally, all these processes are to serve the purposes of efficient
retrieval/browsing applications, and can therefore be consid-
ered as extended areas for today’s information retrieval.

AN INITIAL PROTOTYPE SYSTEM
An initial prototype system of spoken document understanding
and organization for efficient retrieval/browsing applications,
as discussed above, has been successfully developed at National
Taiwan University. This system will be briefly summarized
here. The broadcast news segments (primarily in speech form
only, but some including video parts) are taken as the example
spoken/multimedia documents. The document collection to be
retrieved and browsed, D={d;,i=1,2,...,N}, includes
roughly 130 hours of about 7,000 broadcast news stories, all in
Mandarin Chinese. They were all
recorded from radio/TV stations in
Taipei from February 2002 to May
2003. Because of the special struc-
ture of the Chinese language, it has
been found that special efforts in
selecting the indexing terms ¢ men-
tioned above (usually words for west-

hybrid retrieval model or those with a similar structure as
PLSA for concept matching gave better performance for
Chinese spoken document retrieval [57], [58].

For NE extraction, the broadcast news segments were first
transcribed into word graphs, on which words with higher
confidence scores were identified. The words were used to
construct queries for retrieval of the text news in the same
time period (available over the Internet) to obtain text docu-
ments relevant to the spoken documents being considered.
The retrieved relevant text documents were used for NE
extraction and vocabulary/language model updating for sec-
ond-pass transcription. Selected parts of these corpora were
also used for directly matching NEs, as mentioned previously.
This is the way to extract the many NEs in Chinese news that
are OOV and cannot be correctly transcribed in the word
graphs. Both forward and backward PAT trees were construct-
ed to provide complete data structures for the global context
information for each of the spoken documents as well as the
retrieved relevant text documents. Both rule- and HMM-based
approaches for NE extraction were incorporated. A multilay-
ered Viterbi search was performed with a class-based language
model [59] to handle the problem that an NE in Chinese may
be a concatenation of several NEs of different types. In this
approach, a lower-layer Viterbi search was first performed
within those longer NEs, while a top-layer Viterbi search
finally performed over the whole sentence [31].

For spoken document segmentation, the purpose is to seg-
ment those one-hour-long news episodes into short news sto-
ries. The HMM-based segmentation approach mentioned
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ern languages, but they can be
segments of one or more syllables,
characters, or words in Chinese) may
result in significantly better per-
formance in both IR [14], [18] and
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was implemented using a combination
of several different syllable/word-level
indexing terms [14], [18]. Only the
VSM model for literal term matching
for IR was used for simplicity,
although it has been shown that the
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[FIG7] Block diagram of the initial prototype system for Chinese broadcast news.
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National Taiwan University was used.

It generated a title in text form for
each segmented news story in addi-
tion to a summary.

Topic analysis for spoken docu-
ments, on the other hand, was per-
formed with the ProbMap approach
based on the PLSA model. All the

news stories in the document col-
lection were first automatically

divided into 20 categories, such as
international political news and
local business news. All the news
stories within a category were then
clustered into m x m latent topics
Ty based on the PLSA model and
then organized as an m x m map.

MAoBARER2HBINETES

(©

[FIG8] A typical example of the spoken document (a broadcast news story) in the collection:
(a) the complete audio signal waveform, (b) the waveform of the automatically generated
summary (a few selected sentences), and (c) the automatically generated title (in text form).

previously was adopted. The approaches based on sentence simi-
larities were also implemented and tested but found to have
slightly worse performance. The total number 7 for topic clus-
ters (or states) of the HMM was carefully chosen during the A-
means training using a training corpus without topic labeling. It
was found that / =200 offered reasonably good results.
Adaptive algorithms to adjust the transition probabilities were
also implemented, including that for p; for transition to a differ-
ent topic cluster based on a pause duration model, and that for
p2o for remaining in the same topic cluster based on a story
length model. Confidence scores for the recognized terms were
also considered [56], [60]. The information extraction, on the
other hand, has not yet been implemented.

For spoken document summarization, every segmented news
story was automatically given a summary, but only some prelimi-
nary work was completed. The most important sentences in the
documents were automatically selected and directly concatenat-
ed to form a summary. The selected sentences were not further
condensed. Different approaches for choosing the most impor-
tant sentences were tested, and the two with the best perform-
ance were finally selected. The first approach used the term
frequency and inverse document frequency as well as VSM in IR.
The other approach was in fact very similar, except a simplified
version of (9) mentioned above was used [61], [62]. In both cases,
the sentences with the highest scores were concatenated with
the original order and played in audio form as the summary such
that no recognition errors would be perceived [63]. The audio
form of summaries also complements the titles in text form. For
automatic title generation, the improved approach developed at

£E34Y

Every latent topic 7} was then char-
acterized by the several terms
(words including NEs) selected with
the probabilities P(¢;|T;). These
terms (words) served as the topic
labels for the cluster. This map was
displayed as a square of m x m
blocks, with the topic labels shown
on each block to indicate what the
documents in this cluster are all about. As mentioned previ-
ously, the distance between two blocks on the map has to do
with the relationship between the latent topics represented by
the blocks. All the documents in each block (or cluster) could
then be further analyzed and organized into another / x [
smaller latent topic cluster and represented as another / x [
map in the next layer, in which the blocks or clusters again
represent the fine structures of the smaller latent topics. In
this manner, the relationships among the topics of the seg-
mented news stories can be organized into a 2-D tree structure
or a multilayer map, both of which enable much easier
retrieval and browsing [64].

BRIEF SUMMARY FOR THE FUNCTIONALITIES

OF THE INITIAL PROTOTYPE SYSTEM

Figure 7 is the block diagram of the initial prototype system
for Chinese broadcast news. There are three parts in the
system: the automatic generation of titles and summaries is on
the left, the IR is on the right, and the rest of the modules are
in the middle. The output below is the 2-D tree structure for
the organized topics of the broadcast news.

A typical example broadcast news story d; within the
document collection is shown in Figure 8. The waveform of
the complete news story (with length 63.0 s) is shown in
Figure 8(a). The waveform of the automatically generated
summary, which is the concatenation of a few selected sen-
tences (with length 8.5 s), is shown in Figure 8(b). The text
of this summary is “FadE R F 8 % £ 2% 4 T H o 4
BRI E R, BMEBEREZEZHEXR
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A BA fo A 38 21 3 & (A military coup took place in Sao Tome,
a country in West Africa. The prime minister and many govern-
ment officers were detained. UN Secretary General Annan issued a
statement of strong condemnation.),” which includes several
character errors (not shown here). As the speech waveform was
simply extracted from the original audio signal, the text is com-
pletely correct. The automatically generated title in text form is
printed in Figure 8(c), the English translation of which is, “UN
Secretary General Annan strongly condemned the military coup
in Sao Tome.” This title is not a sentence in the original news
story but automatically put together with a set of the most impor-

FREFHMEFHEZA

Broadcast News Retrieval / Browsing System

tant NEs. It should be pointed out that all the NEs here are OOV
words; yet they are correctly recovered, and the title here is actu-
ally smoothly readable. Note that the summary and title here may
not be very good for the original news story. While certainly worse
than those generated by humans, they may be reasonably good
for retrieval/browsing purposes. The algorithms for automatically
generating the summary and the title shown in Figure 8 were
performed on all the 7,000 news stories in the collection as men-
tioned above. The generated summaries and titles were all stored
in the collection together with the original news stories. Figure 8
is a typical example out of the 7,000 stories.
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[FIG9] The top-down browsing and button-up retrieval functionalities of the initial prototype system.
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The functionalities of the initial broadcast news
retrieval/browsing prototype system are shown in Figure 9 and
described below. First consider the top-down browsing function-
alities. The home page of the browsing system lists the 20 news
categories as in Figure 9(a) (not completely shown). When the
user clicks the first category of “international political news,” as
shown here, a 2-D map of 3 x 3 latent topic structure (with nine
blocks) appears as shown in Figure 9(b) (only four blocks are
shown here). Each block represents a major latent topic in the
area of “international political news” for the news collection,
characterized by roughly four topic labels (terms selected with
probabilities) shown in the block. As can be found, the block on
the upper-right corner has labels “YA &% (Israel),”
“FaT R k4% (Arafat),” “EE BT (Palestine)” and “34v & 7
(Gaza City),” which clearly specify the topic. The block to its left,
on the other hand, has labels “4F4L & (Iraq),” “P.A%3%
(Baghdad),” “ & % (American Amy)” and “[EZR R (Marine
Corps),” whereas the block below it in the middle-right has
labels “Bf A B (United Nations),” “Z 3 & (Security
Council),” “& M A B (military inspectors),” and “#. &
(weapons).” Clearly, these are all different but related topics, and
the distance between the blocks has to do with the relationships
between the latent topics. The user can then click one of the
blocks (for example, the one on the upper-right corner as shown
here) to see the next layer 3 x 3 map for the fine structure of
smaller latent topics for this cluster, as shown in Figure 9(c).
As can be found in Figure 9(c), the block on the upper-right cor-
ner now has labels “¥A &% (Israel),” “B % (Shilom),”
«#) B 77 (Jordan River)” and “& B (USA),” while the block
below it has labels “# & (Middle East),” “&% 5 # (Powell),”
“Fuf (peace),” and “¥&- %% (roadmap),” and so on. Apparently,
the collection of broadcast news stories is now organized in a 2-
D tree structure or a multilayer map for better indexing and
easier browsing. Here the second-layer clusters are in fact the
leaf nodes, and the user may wish to see all the news stories
within such a node. With just a click, the automatically generat-
ed titles for all news stories clustered into that node are shown
in a list, as in Figure 9(d) for the upper-middle small block in
Figure 9(c) labeled with “FIHLIA4F (Arafat).” This list
includes the automatically generated titles for five news stories
clustered into this block, together with the position of this node
within the 2-D tree as shown in the lower-right corner of the
screen. The user can further click the “summary” button after
each title to listen to the automatically generated summaries, or
click the title to listen to the complete news story. This 2-D tree
structure with topic labels and the titles/summaries is therefore
very helpful for browsing the news stories.

The retrieval functionalities, on the other hand, are generally
bottom-up. The screen of the retrieval system output for an
input speech query (can be in either speech or text form),
“HE R B DI R R4 AR G (Please
find news stories relevant to Israel and Arafat)” is shown in
Figure 9(e). A nice feature of this system is that all retrieved
news stories, as listed in the upper half of Figure 9(e), have
automatically generated titles and summaries. The user can

therefore select the news stories by browsing through the
titles or listening to the summaries, rather than listening
to the entire news story and then finding that it was not
the one he was looking for. The user can also click another
functional button to see how a selected retrieved news
item is located within the 2-D tree structure, as men-
tioned previously in a bottom-up process. For example, if
he selected the second item in the title list of Figure 9(e),
CTTRUEFR A B iR R L EEH (Arafat
objected to Israel’s proposal for conditions of lifting the siege),”
he can see the list of news titles in Figure 9(d), including the
titles of all news stories clustered in that smaller latent topic
(or leaf node). Alternatively, he can go one layer up to see the
structure of different smaller latent topics in Figure 9(c) or go
up one layer further to see the structure of different major
latent topics in Figure 9(b), and so on. This bottom-up process
is very helpful for the user to identify the desired news stories
or find the related news stories, even if they are not retrieved in
the first step as shown in Figure 9(e).

We also successfully implemented a prototype subsystem
that allows the user to retrieve the broadcast news via a PDA
using speech queries. A small client program was implemented
on the PDA to transmit the acoustic features of the speech query
to the IR server. The retrieved results are then sent back to the
PDA, and the user can use the PDA to browse through the titles
and the 2-D tree described above, listen to the summaries of the
retrieved documents, and click to play the audio files for the
complete news story sent from the audio streaming server.

PERFORMANCE EVALUATION FOR

THE INITIAL PROTOTYPE SYSTEM

The performance evaluation for the initial prototype system,
especially for each of the individual modules, is reported below.

TRANSCRIPTION AND RETRIEVAL
OF THE BROADCAST NEWS
For transcription of the broadcast news, a corpus of 112 hours of
radio and TV broadcast news collected in Taipei from 1998 to 2004
was used in acoustic model training. This is different from the 130
hours of document collection D = {d;,i=1,2, ..., N} used in
the initial prototype system. Out of this corpus, 7.7 hours of
speech were equipped with orthographic transcriptions, in which
4.0 hours were used to bootstrap the acoustic model training and
the other 3.7 hours were used for testing. The other 104.3 hours of
untranscribed speech were used for lightly supervised acoustic
model training [65]. The language model used consisted of bi- and
trigram models estimated from a news text corpus of roughly 170
million Chinese characters with Katz smoothing. The character
and syllable error rates of 14.29% and 8.91%, respectively, were
achieved for the transcription task [65]. Note that word error rate
(WER) is not a good performance measure for the Chinese lan-
guage in general due to the ambiguity in segmenting a Chinese
sentence into words; therefore, it is not used here.

In the retrieval experiments, a set of 20 simple queries with
length of one to several words, in both text and speech forms,
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was manually created. Four speakers (two males and two
females) produced the 20 queries using an Acer n20 PDA with
its original microphone in an environment of slight background
noise. To recognize these spoken queries, another read speech
corpus consisting of 8.5 hours of speech produced by an addi-
tional 39 male and 38 female
speakers over the same type of
PDAs was used for training
the speaker-independent
HMMs for recognition of the
spoken queries. Significantly
higher character and syllable error rates of 27.61% and 19.47%,
respectively, were obtained for the spoken queries as compared
to those for broadcast news mentioned above. The retrieval
experiments were performed with respect to a collection of
about 21,000 broadcast news stories, all recorded in Taipei from
2001-2004 (including the 7,000 used in the initial prototype
system presented here). The results in terms of the mean aver-
age precision at a document cutoff number of ten were 0.8038
and 0.6237 for text and spoken queries, respectively. At a docu-
ment cutoff number of 30, the mean average precision were
0.6692 and 0.5232 for text and spoken queries, respectively.

PERFORMANCE EVALUATION FOR NE EXTRACTION

The performance evaluation for NE extraction was performed
with both text documents and the broadcast news (spoken docu-
ments). For the test with text documents, the Chinese test cor-
pus of Multilingual Entity Task (MET-2) of MUC-7 [26] was used,
which included 100 Chinese documents on the same topic with
manually identified reference NEs. The evaluation was based on
the recall rate r1, precision rate r», and F1 score

2
F1=217 (12)
rn+nr

as defined by the MUC-7 test references. The results are listed in
the upper half of Table 1, in which the baseline (BSL) was based
on a recently published, very successful algorithm including the
multilayered Viterbi search with some special approaches [59].
The improved approach (IMP) was that described earlier using
PAT trees to consider global context infor-
mation but not including those specifical-
ly developed for spoken documents. Very
significant improvements can be found

with IMP as compared to BSL; with IMP, EXPERIMENTS

the recall/precision rates and F1 scores for TE;ECUMENTS BSL
the three types of NEs are all well above
0.90. In fact, these numbers for IMP in
Table 1 represent the best published
results for this MET-2 task for the Chinese BR,\?EAVSSCAST BSL
language up to this moment. For the test
with broadcast news, 200 news stories

broadcast in September 2002 and recorded
in Taipei were used as the test corpus. The
manually identified NEs were taken as ref-

A TITLE IS DIFFERENT FROM
A SUMMARY, IN ADDITION TO
BEING ESPECIALLY SHORT.

IMP

IMP

erences, including 315 person names, 457 location names, and
500 organization names. Many of them are actually OOV words.
The text news corpora searched to recover the NEs in the broad-
cast news that are OOV words were the Chinese text news avail-
able from the “Yahoo! Kimo News Portal” [66] for the whole
month of September 2002,
including about 38,800 text
news stories. The results are
listed in the lower half of Table
1, in which BSL are those with
exactly the same approach as
BSL used for text documents mentioned above, performed
directly on the transcriptions of the broadcast news. IMP are
those with exactly the approaches reported earlier, including
using the knowledge obtained from the retrieved text news cor-
pora, using PAT trees to analyze the global context information,
and considering confidence scores on word graphs. There was a
clear gap between the results for spoken documents and those
for text documents, but the proposed IMP approach offered very
significant improvements as compared to BSL in almost all
cases. The overall F1 score for IMP reached exactly 0.80, which
was very satisfactory for Chinese broadcast news that included
many OOV words.

PERFORMANCE EVALUATION FOR BROADCAST

NEWS SEGMENTATION, SUMMARIZATION,

AND TITLE GENERATION

Preliminary tests for segmentation of Chinese broadcast news
were performed with TDT 2001 evaluation data [67]. TDT-2 was
used as the training corpus, including 55.3 hours of audio signals,
or about 3,000 news stories. TDT-3 was employed as the testing
corpus, including 127.0 hours of audio signals, or about 4,600
news stories, all in Mandarin Chinese. The segmentation cost
defined by TDT evaluation was used here and included the cost for
false alarm and missing [67]. Very good initial results were
obtained. It was found that the confidence measures and the adap-
tive adjustment of the transition probabilities p; and p2 (by a
pause duration model and a story length model, respectively) for
the HMM model as mentioned previously can offer very significant
improvements. Proper choice of the terms / (e.g., segments of two

[TABLE 1] PERFORMANCE EVALUATION FOR CHINESE NAMED ENTITY EXTRACTION
FROM TEXT DOCUMENTS AND BROADCAST NEWS.

NAMED ENTITIES RECALL (1)  PRECISION (r;) F1SCORE
PERSON NAME 0.94 0.66 0.775
LOCATION NAME 0.90 0.77 0.831
ORGANIZATION NAME 0.75 0.89 0.814
PERSON NAME 0.95 0.96 0.955
LOCATION NAME 0.95 0.92 0.935
ORGANIZATION NAME 0.91 0.96 0.934
PERSON NAME 0.65 0.73 0.688
LOCATION NAME 0.81 0.62 0.702
ORGANIZATION NAME 0.77 0.44 0.560
OVERALL 0.74 0.53 0.618
PERSON NAME 0.73 0.85 0.785
LOCATION NAME 0.87 0.91 0.890
ORGANIZATION NAME 0.67 0.95 0.740
OVERALL 0.74 0.88 0.800
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syllables or two characters), considering the structure of the
Chinese language, to replace the role of the words commonly used
for western languages certainly made the difference. The lowest
segmentation cost is only slightly above 0.08 [56], [60].

In the preliminary tests for
broadcast news summariza-
tion, the training corpus
included roughly 150,000
news stories in text form from
January to December 2000
provided by the Central News
Agency of Taipei. These samples were used to calculate the IDF
and other statistical parameters. The testing corpus included 200
news stories broadcast in August 2001 by a few radio stations at
Taipei. Three human subjects (students at National Taiwan
University) were requested to do the human summarization in
two forms: first, rank the importance of the sentences in each
transcribed news story from the top to the middle (since here we
simply try to select the most important sentences as the summa-
ry); and second, write an abstract for the news story with a
length being roughly 25% of the original news story. Two sum-
marization ratios, 20% and 30%, were tested; these are the ratios
of summary length to the total length. In each case, the two
human-produced summaries were used. The first, y1, was the
concatenation of the top several important sentences selected by
the human subject. The second, y 2, was simply the one he wrote
by himself. The summarization accuracy for the jth news story,
Aj, was then the averaged similarity score [56], [63], [68] for the
machine-produced summary, 7, with respect to y1 and y 2,

1 -
A= 5 S@y)+S@ y2l, 13)

where the similarity scores S (7, y1), S (¥, y2) were calculated
based on the vectors of the TF/IDF values. In this way, higher
accuracy would be obtained if more words that were important
in the news stories were included in the machine-produced
summaries. The final summarization accuracy was then the
average of A; in (13) over all the 200 news stories and all the
three human subjects. The final summarization accuracy was
found to be slightly above 0.381 and 0.422 for 20% and 30%
summarization ratios, respectively. Proper choice and reason-
able combination of a few word- and subword-level terms ¢ dur-
ing the process of automatic summarization were certainly key
to achieving better accuracy [56], [63].

In the preliminary tests for title generation, the same train-
ing corpus used in summarization experiments (including
roughly 150,000 news stories in text form) was used in train-
ing, except here the human-generated titles for all the text
news stories were used in training as well; 210 broadcast news
stories recorded in 2001 were used in testing. The reference
titles for these broadcast news stories were produced by the
students of the Graduate Institute of Journalism of National
Taiwan University. These reference titles were used in the per-
formance measures presented below. The objective perform-

SPEECH IS THE PRIMARY AND
MOST CONVENIENT MEANS
OF COMMUNICATION
BETWEEN INDIVIDUALS.

ance measure was based on F1 scores in (12), where the preci-
sion and recall rates were calculated from the number of identi-
cal Chinese characters in automatically generated and
human-generated titles. In addition, five-level, subjective
human evaluation was also
performed, where five was the
best and one was the worst.
Two different metrics were
used in the subjective human
evaluation: “relevance,” cali-
brating the correlation
between the automatically generated titles and the broadcast
news, and “readability,” indicating if the automatically generat-
ed title was readable. In performing the subjective human eval-
uation, each subject was given in advance the example titles
with reference scores for both “relevance” and “readability” of
five, three, and one for some example broadcast news stories.
They were then asked to follow the calibration of the examples
to give the scores between five and one, so the results could be
more consistent for different subjects. The best results were
obtained with proper choice of the terms ¢ (segments of two or
three syllables/characters to replace the role of words in west-
ern languages) and careful integration of them considering the
structure of the Chinese language. It was found that the new
approach developed at National Taiwan University performed
much better than the few previously proposed approaches. An
F1 score slightly above 0.356 was obtained, with average scores
of 3.294 and 4.615 for “relevance” and “readability,” respective-
ly, for the subjective human evaluation [50], [51], [64].

PERFORMANCE EVALUATION FOR TOPIC ANALYSIS

AND ORGANIZATION FOR BROADCAST NEWS

Very rigorous performance evaluation for the ProbMap approach
has been performed based on the TDT-3 Chinese broadcast news
corpus. A total of about 4,600 news stories in this corpus were
used to train the 2-D tree structure for the topics. A total of 47
different topics have been manually defined in TDT-3, and each
news story was assigned to one of the topics manually, or
assigned as “out of topic.” These 47 classes of news stories with
given topics were used as the reference for the two evaluation
measures as defined below.

Intuitively, those news stories manually assigned to the
same topic should be located on the map as close to each other
as possible, while those manually assigned to different topics
should be located on the map as far away from each other as
possible. We therefore define the “between-class to within-
class” distance ratio R as in

R=1B (14)

where A is the average of the distance on the map for all pairs of
news stories manually assigned to different topics (thus is the
“between-class distance”), and Ay is the similar average, but over
all pairs of news stories manually assigned to identical topics (thus
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the “within-class distance”). So the ratio R in (14) describes how
distant the news stories with different manually defined topics are
on the map. Apparently, the higher the values of R, the better.

On the other hand, for each news story d;, the probability
P(Ty |d;) for each latent topic 7y, k= 1,2, ..., K, was given by
the model. Thus, the total entropy for topic distribution for the
whole document collection with respect to the organized topic
clusters can be defined as

N K
1
H= P(Ty |dp) log ———, 15
;kZ:l (Tl log g (15)

where N is the total number of news stories used in the evalua-
tion. Apparently, lower total entropy means the news stories
have probability distributions more focused on fewer topics.
Table 2 lists the results of the two performance measures
proposed above. There are several choices of the terms consid-
ering the special structure of the Chinese language, i.e., W
(words), S2 (segments of two syllables), C2 (segments of two
characters), and combinations. As we can see, the words [/ in
row 1] were certainly not a good choice of terms for the pur-
poses of topic analysis here. Segments of two syllables [S2 in
row 2] were apparently better, with much higher distance ratio
R and much lower total entropy H. Segments of two characters
[C2 in row 3] turned out to be even better. The last row indicat-
ed that integration of S2 and C2 may be another good choice,
with better distance ratio R, though slightly higher total
entropy H. This is consistent with the results in retrieval, seg-
mentation, summarization, and title generation. In all these
cases, the word is not a good choice of term for Chinese spoken
documents, considering the structure of the Chinese language.

CONCLUSION

Speech usually carries the core concepts for the ever-increasing
multimedia content in the network era, and therefore spoken
document understanding and organization will be the key for
efficient retrieval/browsing applications in the future. This arti-
cle presents a concise, comprehensive, and integrated overview
of various technology areas reaching towards such a goal in a
unified context. The involved technology areas covered here
include NE extraction, segmentation, and information extrac-
tion for the spoken documents as well as automatic summariza-
tion, title generation, and topic analysis and organization. The
relevant problems and issues, general principles, and basic
approaches for each area were briefly reviewed. A framework for
properly integrating all these different technology areas was
proposed, in which four different levels of processes were
defined (term, concept, summary, and topic levels) and bottom-
up and top-down relationships were discussed. An initial proto-
type system for such purposes recently developed at National
Taiwan University was also presented. This system used broad-
cast news in Mandarin Chinese as example spoken documents.
Preliminary performance results for the various functionalities
for the initial prototype system were reported as well.

[TABLE 2] PERFORMANCE EVALUATION FOR THE
PROBMAP APPROACH FOR TOPIC ANALYSIS
AND ORGANIZATION OF BROADCAST NEWS.

CHOICE OF TERMS

DISTANCE RATIO R TOTAL ENTROPY H

oW 2.34 5135.62
2) S2 3.38 4637.71
3) @ 3.65 3489.21
4) S2+Q 3.78 4096.68
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