3.5 Receiver Design with Minimum
Mean Square Error
» Basic Concept

- to minimize the joint effects of noise plus
Intersymbol interference

Noise Plus | nter symbol | nterference
« A Simplified M odel
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Noise Plus I nter symbol | nterference

- Optimal Recelver with Minimum Mean
SquareError

- Error at the j-th sample
§ =2 a9t +(—K)T)+n'(t'+ ] T)
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assume n(t) white, Gaussian, zero-mean

- Optimal Solution for the receiver filter
Q ()
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oty < Q(F) . q(t) = p(t)* he(t)

A matched filter Q (f) but modified to take

care of the intersymbol interference and noise
jointly

Hc(f) =



Adaptive Equalizer

the above solution isin fact inadequate,
because very often the channel characteristics
vary with time

« Adaptive Equalizer
Se Fig. 4.28, p. 287 of Haykin
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x(nT) =x[n] , y(nT) =y[n]

Wy adaptively adjusted in real-time
equalizer initialized by atraining sequence,
then switched to tracking mode when datais

received, in which the decoded signal servesas
the desired response

SeFig. 4.30, p. 290 of Haykin

-y[n] = kio WiX[n—K]
Y(2) =X(@) [ kzjowkz-k]
Y (f) = X () gowke'j 2KT] g = 2T
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by properly choosing the parameters wy , H(f)
can in principle approximate any desired
frequency responseif N islarge

Ref : 4.9, 4.10 of Haykin



Adaptive Equalizer
o Seepest descent principle

J= E[ezj: iIsareal function defined on a hyperplane
of (Wg, Wy, Wy,......, W)

1] = W] - = pgilr]
iterative adjustment of Wi [n]
u : step-size parameter

—  0J _
n] = ' k=0,1,2,....N

- (QolNnl, gu[n], G2[n, ...... , On[N]) leadsto a
direction opposite to the gradient vector
towards the bottom of the bowl-shaped

function of J—E[e i] defined on the hyperplane

e Least Mean SquareAlgorithm

the above estimates of w,[n+1] lead to the
following relationship (an approximation)

Wi [n+1] = Wk[n] + ux[n-k]e[n], k=0, 1, 2, ..., N
e[n] =d[n] —Zwk[n]X[n—k]
dn] : desured response

e Linear Feedback Equallzatlon
y[n] = Z ka[n—k]+ Z ka[n—k]

e Decision Feedback Equallzatlon
feedback section using decision results instead
of received signal samples
See Fig. 4.32, P.292 of Haykin
Ref : 3.13, 4.9, 4.10 of Haykin



