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Self-paced

Accelerating CUDA C++
Applications with Concurrent
Streams

Self-paced

Fundamentals of Accelerated
Computing with CUDA
Python

$90

All Self-Paced Courses

Data Science Deep Learning

Self-paced

Scaling Workloads Across
Multiple GPUs with CUDA
Ct++

Self-paced

Scaling GPU-Accelerated
Applications with the C++
Standard Library

$30

Generative Al/LLM

Self-paced

An Even Easier Introduction
to CUDA

Self-paced

Getting Started with
Accelerated Computing in
CUDA C/C++

$90

Graphics and Simulation Infrastructure

Share Accelerated Computing Courses

Self-paced

GPU Acceleration with the
C++ Standard Library

Self-paced

Fundamentals of Accelerated
Computing with OpenACC
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A, IEEELL Build LLM Applications With Prompt Engineering 5131
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Self-paced

Generative Al Explained

Self-paced

Building RAG Agents with
LLMs

Self-paced

Techniques for Improving the
Effectiveness of RAG Systems

Self-paced

Introduction to Transformer-
Based Natural Language
Processing

$90
06:00

Self-paced

Augment your LLM Using
Retrieval Augmented
Generation

Self-paced

Introduction to NVIDIA NIM™
Microservices

ses  Instructor-Led Worksl

tor Programs

All Courses

Self-paced

Synthetic Tabular Data
Generation Using
Transformers

Self-paced

Sizing LLM Inference Systems

Self-paced

Building LLM Applications
With Prompt Engineering

Enterprise Solutions

Shop D

Certification

Free Courses Benefits

Self-paced

Generative Al with Diffusion
Models

Self-paced

Introduction to Deploying
RAG Pipelines for Production
at Scale

Self-paced

Rapid Application
Development with Large
Language Models (LLMs)

Partners
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Self-paced Course

Introduction to Transformer-Based
Natural Language Processing

Learn how Transformers are used as the building blocks of modern large language models (LLMs).
You'll then use these models for various NLP tasks, including text classification, named-entity
recognition (NER), author attribution, and question answering.

Self-paced courses are temporarily unavailable for purchase as we transition to a new ecommerce system.
We apologize for any inconvenience. Free courses remain available for enrollment.

About this Course Course Details

Large Language Models (LLMs), or Transformers, have revolutionized the field of natural language processing (NLP). Driven by recent Duration: 06:00

advancements, applications of NLP and generative Al have exploded in the past decade. With the proliferation of applications like

chatbots and intelligent virtual assistants, organizations are infusing their businesses with more interactive human-machine Price: $90

experiences. Understanding how Transformer-based large language models (LLMs) can be used to manipulate, analyze, and generate Level: Technical - Beginner
text-based data is essential. Modern pre-trained LLMs can encapsulate the nuance, context, and sophistication of language, just as

humans do. When fine-tuned and deployed correctly, developers can use these LLMs to build powerful NLP applications that provide
natural and seamless human-computer interactions within chatbots, Al voice agents, and more. In this course, you'll learn how Language: English

Subject: Generative Al/|

Transformers are used as the building blocks of modern large language models (LLMs). You'll then use these models for various NLP .
tasks, including text classification, named-entity recognition (NER), author attribution, and question answering. Cotirse Frerequisites;
Basic understanding of deep learning concepts

Basic understanding of language modeling and
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Almost done!

Ple: firm the information below to complete the registration

Recommendation Settings

Be the first to learn about new SDKs, developer tools and training

NVIDIA. | can

English (US)
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Redeem DLI Product

Redemption Code

Enter your redemption or coupon code.

How To Learn Training By Topic Get Involved About Us

Course Catalog Accelerated Computing Attend GTC Contact Us

Learning Paths Data Center / Cloud Becorr

an Ambassa Training Newsletter
Instructor-Led Workshops Data Science Become a Certified Instructor Training FAQ
Private Workshop Request Deep Learning Join Forums Instructor Directory
Self-Paced Courses Generative Al / LLMs Join Inception Program for Startups

Free Training Networking Join NVIDIA Developer Program

Certification Simulation / Modeling / Design

Training Videos Or

emand

8 BT AN Subscribe FollowNvDA @ W [ © ©
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Building LLM Applications With Prompt Engineering

Course  Progress  Bookmarks  Updates

Building LLM Applications With Prompt Engineering ~ Click here to get started  Building LLM Applications With Prompt Engineering

Building LLM Applications With
Prompt Engineering

Click here to get started

Building LLM Applications

With Prompt Engineering Eoties intioduction

Feedback

<ANVIDIA.

Building LLM Applications with
Prompt Engineering

Course Introduction
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Training Home

Deep Learning Institute Find Training  Self Paced Courses Instructor-Led Work: s Educator Programs  Enterprise Solutions ~ Certification

NVIDIA Account

Logout

Courses in Progress No Certificates

Courses Completed You don't have any certificates yet.

Watched Videos

Assessments

Courses in Progress

Building LLM Applications
With Prompt Engineering

0% Completed

https://learn.nvidia.com/my-learning
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NVIDIA.

Certificate of Competency
This certificate is awarded to

for demonstrating competence in the completion of

ing LLM Applications With Prompt Engineering

[E Add to Profile

Greg Estes
Vice President, NVIDIA

Issue Date:: 38 1
Certification ID: EfPOYJKTRN-a0ud-

Claire Lin

ntub10705004 @ NVIDIA
Certificate ID Number:
v4rq1bLWQO-q2Ymc5WeYfw
Issued On:

38 1,2025
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NVIDIA. Products Solutions Industries  For You
Training Home

Deep Learning Institute Find Training ~ Self Paced Courses  Instructor-Led Workshops ~ Educator Programs  Enterprise Solutions ~ Certification Deep Learninglnstitute ind Training  Self Paced Courses  Instructor-Led Workshops  Educator Programs _ Enterprish Solutions  Certification ~ Resources

NVIDIA Account

Logout I NVIDIA

Certificate of Competency

This certificate is awarded to

for demonstrating competence in the completion of
Building LLM Applications With Prompt Engineering

Monthly Activity Skills Certificates

skill Points
Time Spent Q

Building LLM
Applications

With Prompt
Engineering

Greg Estes
Vice President, NVIDIA

Courses in Progress

Courses Completed

Watched Videos

Claire Lin
ntub10705004 @ NVIDIA

Assessments

1BLWGO- -g2Yme5WeYfw
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Deep Learning Institute Find Training Self Paced Courses Instructor-Led Workshops ~ Educator Programs ~ Enterprise Solutions ~ Certification ~Resources

Building LLM Applications With Prompt Engineering

Course Progress Bookmarks  Updates

Shop Drivers Support Q. Claire Lin

Course Completlon ’ Deep Learning Institute Find Training ~ Self Paced Courses  Instructor-Led Workshops  Educator Programs  Enterprise Solutions ~ Certification Resources
This represents how much of the course content you have completed. Note 10 0% ss
that some content may not yet be released. completed . Building LLM Applications With Prompt Engineering

Course  Progress  Bookmarks  Updates

Grades Yourcurrent grads Important dates

This represents your weighted grade against the grade

needed to pass this course. passing grade m 0 2025%2H26HA=

Course starts

© 2025%3F14HFR

You're currently passing this course

® 2025%6H30HE—
Course ends
After this date, the course will be archived, which means you can review the course content but can no longer participate in graded assignments or work towards earning a certificate.
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