
GenAI-ML HW1
TA: 陳竣瑋 蔡昀劭 袁紹翔

ntu-gen-ai-ml-2025-fall-ta@googlegroups.com
Deadline: 2025/10/17 23:59:59 (UTC+8) 
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Links
● Hugging Face: https://huggingface.co/
● Gemma-3-1b-it: https://huggingface.co/google/gemma-3-1b-it
● Colab: 

https://colab.research.google.com/drive/1PjLpwbhy8A6AMugfCJZGVZwjac
Bfszgk?usp=sharing
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Goals of This Homework

● Be familiar with NTU cool and google colab.
● Understand the concepts of tokens, tokenizers, prompting, and 

chat templates.
● You will see how the model behave with different prompt setting.
● You will learn how to build some simple user interface with Gradio.
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NTU COOL
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NTU COOL
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NTU COOL - conti
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NTU COOL - conti
● The quiz is in two

 language version
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NTU COOL - conti
● Question Format:

English Question

=============

中文問題

● Answer Format:

English | 中文
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NTU COOL - conti
● Press this button if you want to submit your test
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NTU COOL - conti
● Press the button if you want to redo the test
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Tasks Overviews
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Part1 - Understanding Tokens in Large Language Models (5%)
● Task Descriptions: 

Learn about token information and usage in LLM 

● Q1: What is the vocabulary size of the Gemma-3-1B tokenizer? (1%)

● Q2: With the Gemma-3-1B tokenizer, which single token ID yields an English token? (1%)

● Q3: Encode the string「作業一」to token IDs (Gemma-3-1B). (1%)

● Q4: Which pair correctly reports the longest decoded token string in the vocabulary (token_id, 
character_length)? (1%)

● Q5: Given the prefix 「阿姆斯特朗旋風迴旋加速噴氣式阿姆斯特朗砲」 , which single Chinese 
character is the model’s most probable next token? (1%)
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Part2 - System and User Prompt Engineering (3%)
● Task Descriptions: 

○ Observations of response with different System / User Prompt

■ System prompt:  It defines how the model should respond and establishes 

rules or constraints for the conversation.

■ User prompt:  It is the direct input or question given by the user. It contains 

the request, context, or task the AI needs to generate a response for.

● Q6:instruction following (1%)

System Prompt: You are a smart agent.

User Prompt 1: 皮卡丘源自於哪個動畫作品?

User Prompt 2: Which anime is Pikachu derived from?
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Part2 - conti
● Q7:– restrictive system prompt (1%)

System Prompt: You can only answer: I don’t know.

User: 皮卡丘源自於哪個動畫作品?

● Q8: – language constraint (1%)

System: Answer in English only

User: 皮卡丘源自於哪個動畫作品?
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Part3 - Multi-Turn Conversation Implementation (2%)
● Task Descriptions: 

Learn about token information and usage in LLM 

● Q9: In the model.generate() call below,

which parameter affects sampling randomness 

(given do_sample=True)? (0.5%)

● Q10:Which role in message correctly preserves the model response history? (0.5%)
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Part3 - conti
● Q11: Compare the chat history before and after you uncomment the code and 

choose the right answer. (1%)
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Hugging Face
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Introduction

What is Hugginface?
Hugging Face is an open platform for machine learning that lets you 
build, share, and collaborate on AI models, datasets, and applications.

● Zero setup for models – Use pre-trained models directly in your 
browser or via API

● Free community hub – Access thousands of open-source models, 
datasets, and spaces

● Easy sharing – Upload your own models or demos and share them 
instantly
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Sign up
● https://huggingface.co/
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Access Token 1/4
● Open your account settings
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Access Token - 2/4
● Click access tokens on the left bar 
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Access Token - 3/4
● Click “Create new token”
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Access Token - 4/4
● Select read token 
● Enter your token name 
● Create new token 
● Copy the token
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Model permission - for hw1
● Click this link: 

https://huggingface.co/googl
e/gemma-3-1b-it

● Enter your personal information
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Colab
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Introduction

What is Colab?

Colab, or "Colaboratory", allows you to write and execute Python in your

browser, with

● Zero configuration required

● Free access to GPUs

● Easy sharing
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Colab code for Hw1 
https://colab.research.google.com/drive/1PjLpwbhy8A6AMugfCJZGVZwjacBfsz
gk?usp=sharing
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Colab - conti
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Colab - conti
● Save a copy in drive
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Colab - conti

File location

You can change 
the name here

If it looks like 
these: 
Hit it again.Click this to unfold the blocks
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Colab - conti
Upload your file

Download your file

If you accidently 
click this

You can find 
your files here
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Cells
Create a new cell by clicking on + Code or + Text
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These options allow you to moving your 
cell up/down or copy and deleting it



Run Cell
Run Cell by clicking on the  
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Code Unexecuted

Code Executing

Code Executed

Error Occurred



Make sure you are using GPU
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Problems you may encounter
Colab will automatically disconnect if idle 
timeout (90 min., sometimes varying) or when 
your screen goes black.

If you “Disconnect and delete runtime” or 
“Restart Session”, your files will be gone.
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Gradio
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Introduction
What is Gradio?

Gradio is a tool that allows you to demo any application with a friendly 
website so that anyone can use it, anywhere.
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Launch the Hw1 gradio
● Run the cell in Part 4
● If you want to understand the 

meaning of the code, please 
check the command.
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Launch the Hw1 gradio - conti
● Copy and paste the link to your browser
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Launch the Hw1 gradio - conti
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Type your message here

Send message Clear message 

Changeable parameters 



TODO
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TODO
● Sign in Hugging Face account and get access token
● Get the Gemma3 model permission in Hugging Face
● Finish the sample code in colab 

a. Print out token information

b. Get logits at the last position 

c. Modify different system / user prompt setting for observation

d. Uncomment the messages setting for observation

● Answer the multiple choice question  (only one right answer) in NTU COOL.
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Submission and Grading
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Submission & Deadline
● Submit your homework to NTU Cool
● 2025/10/17 23:59:59 (UTC+8)
● No late submission is allowed
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Grading Release Date
● The total points of this homework are 10 points.
● The grading of the homework will be released before 2025/10/20 23:59:59 

(UTC+8) 
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If You Have Any Questions 
● NTU Cool HW1 作業討論區

○ 如果同學的問題不涉及作業答案或隱私，請一律使用NTU Cool 討論區

○ 助教們會優先回答NTU Cool討論區上的問題

● Email: ntu-gen-ai-ml-2025-fall-ta@googlegroups.com 
○ Title should start with [GenAI-ML 2025 Fall HW1]
○ Email with the wrong title will be moved to trash automatically

● TA Hours
○ Time: 

■ 9/15, 9/22, 9/29, 10/6, 10/13 Monday 20:00~22:00
■ 9/19, 9/26, 10/3, 10/7, 10/17 Friday 17:30~19:30

○ Location: Google meet
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Appendix
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NTU COOL Quiz
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NTU COOL Quiz - conti
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NTU COOL Quiz - conti
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NTU COOL Quiz - conti

52



NTU COOL Quiz - conti
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NTU COOL Quiz - conti
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NTU COOL Quiz - conti
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NTU COOL Quiz - conti
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NTU COOL Quiz - conti
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NTU COOL Quiz - conti
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NTU COOL Quiz - conti
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