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Links

e Hugging Face: https://huggingface.co/

e Gemma-3-1b-it: https://huggingface.co/google/gemma-3-1b-it
e Colab:

https://colab.research.google.com/drive/1PjL pwbhy8A6AMugfC]ZGVZwjac

Bfszgk?usp=sharing


https://huggingface.co/
https://huggingface.co/google/gemma-3-1b-it
https://colab.research.google.com/drive/1PjLpwbhy8A6AMugfCJZGVZwjacBfszgk?usp=sharing
https://colab.research.google.com/drive/1PjLpwbhy8A6AMugfCJZGVZwjacBfszgk?usp=sharing

Goals of This Homework

e Be familiar with NTU cool and google colab.

e Understand the concepts of tokens, tokenizers, prompting, and
chat templates.

e You will see how the model behave with different prompt setting.

e You will learn how to build some simple user interface with Gradio.
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NTU COOL - conti

s5thR

There are 11 questions in the test.

The question and answer has two versions: one in English and one in Chinese.

Each question has only one correct answer.

Please use the provided Colab and what you have learned to choose the correct answer.
Remember to check that you have finished all the questions and press the submit button.
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NTU COOL - conti
B2 0H

There are 11 questions in the test.

e The quizisin two

language version

The question and answer has two versions: one in English and one in Chinese.

Each question has only one correct answer.

Please use the provided Colab and what you have learned to choose the correct answer.
Remember to check that you have finished all the questions and press the submit button.
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NTU COOL - conti

e Question Format:

English Question

e Answer Format;

English | X

RIRE 6 19

Using the below setting in your system and user prompt, please choose the correct answer.

IMWARNING !!! Please copy paste to the Colab .Do not change your language.
System Prompt: You are a smart agent.

User Prompt 1: F& R BRBMEEIE(Em?

User Prompt 2: Which anime is Pikachu derived from?

(O The agent refuses or asks for confirmation, noting that only the system/user can set language
constraints for user prompt 1. | #t¥fUser Prompt1{&BY3E B e Bk iE:R » 35H R A system/user B]
PAER FEFE S BRI

(O The agent answer all in English for user prompt 2 | ##U%f User Prompt 2 B2 EX[EE

O The agent answer all in English for user prompt 1 | #&#%} User Prompt 1 2FAZEX[EIZ




NTU COOL - conti

Press this button if you want to submit your test

(O attention_mask
O max_length

O top_k

BIERBETER pm 5:00
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NTU COOL - conti

e Press the button if you want to redo the test

s5thH

Please use the provided colab and what you learn to choose the correct answer

s Z)ERFHER SRR - BIER - S RERBE—HRBNESER - BRFESERBELRMET -

BRZINHIER




Tasks Overviews
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Partl - Understanding Tokens in Large Language Models (5%)

e Task Descriptions:

Learn about token information and usage in LLM

e (Q1: What is the vocabulary size of the Gemma-3-1B tokenizer? (1%)
e (2: With the Gemma-3-1B tokenizer, which single token ID yields an English token? (1%)
e Q3: Encode the string[{E3— | to token IDs (Gemma-3-1B). (1%)

e (Q4: Which pair correctly reports the longest decoded token string in the vocabulary (token_id,
character _length)? (1%)

e Q5: Given the prefix [ FrI#RHT 45 BA i BB e hn R nE g 2B i T R BAHE ) , which single Chinese

character is the model’s most probable next token? (1%)
13



Part2 - System and User Prompt Engineering (3%)

e Task Descriptions:
o Observations of response with different System / User Prompt
m System prompt: It defines how the model should respond and establishes
rules or constraints for the conversation.
m User prompt: Itisthe direct input or question given by the user. It contains
the request, context, or task the Al needs to generate a response for.
e Q6:instruction following (1%)

System Prompt: You are a smart agent.

User Prompt 1: & KRB RHEEIE1/F &

User Prompt 2: Which anime is Pikachu derived from? ”



Part2 - conti

e Q7:-restrictive system prompt (1%)

System Prompt: You can only answer: | don’t know.

User: &< KRB MRHMEENE/E

e Q8:-language constraint (1%)
System: Answer in English only

User: &+~ KRB MRBMEENE/E &
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Part3 - Multi-Turn Conversation Implementation (2%)

e Task Descriptions:

Learn about token information and usage in LLM

out = model.generate(

e Q9:In the model.generate() call below, kxprompt,

which parameter affects sampling randomness

(given do_sample=True)? (0.5%)

max_length=50,

do_sample=True,

top_k=k,

temperature=1.0,

pad_token_id=tok.eos_token_id
)

e Q10:Which role in message correctly preserves the model response history? (0.5%)

messages = |
:"history","content":"Who am I?"},
:"user","content":"Who am I?"},
:"assistant","content":"Who am I?"},
{"role":

{"role"
{"role"
{u rOlen

]

"response","content":"Who am I?"}
16



Part3 - conti

e Q11: Compare the chat history before and after you uncomment the code and
choose the right answer. (1%)

while True:
# USER INPUT: In practice, this would come from user interface or API call
# For educational purposes, we use a fixed message to demonstrate the concept
user_prompt = "What day is Tomorrow?"

# ADD USER MESSAGE: Append the new user input to conversation history
# This step is crucial - without it, the AI would have no context of what user said
messages.append({"role": "user", "content": user_prompt})

# Add History in user dialogue
# TODO: uncomment the below code
# if counter ==

# user_prompt = "Today is Friday."
# messages = messages[:-1]
# messages.append({"role": "user", "content": user_prompt})

print("User:", user prompt)

# AI RESPONSE GENERATION: Use the complete conversation history for context-aware generation
# The pipeline processes the entire message array, not just the latest user input

outputs = pipe(

messages, # Full conversation history for context
do_sample=False,
max_new_tokens=256, # Limit response length (new tokens only)
) 17
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Introducti :
ftroduction Hugging Face

What is Hugginface?

Hugging Face is an open platform for machine learning that lets you
build, share, and collaborate on Al models, datasets, and applications.

e Zero setup for models - Use pre-trained models directly in your
browser or via AP|

e Free community hub - Access thousands of open-source models,
datasets, and spaces

e FEasy sharing - Upload your own models or demos and share them
instantly
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Sign up

e https://huggingface.co/

*~ Hugging Face Models Datasets Spaces Community Docs Pricing ~=  Login (@J:ulV

Join Hugging Face

Join the community of machine learners!

Email Address

a = : R = Hint:

The Al community E ' | g bassword

building the future.

The platform where the machine learning community
collaborates on models, datasets, and applications.

Next

Explore Al Apps or Browse 1M+ models

Already have an account? Login

20


https://huggingface.co/

Access Token 1/4

e Open your account settings

& Profile

Inbox (0)
Settings

Billing

Get

21



Access Token - 2/4

Click access tokens on the left bar

Account
Authentication
Organizations
Billing

Access Tokens

SSH and GPG Keys

Inference Providers

Webhooks

Papers
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e C(lick “Create new token”

Access Tokens

User Access Tokens + Create new token

Access tokens authenticate your identity to the Hugging Face Hub and allow applications to perform actions based on

token permissions. @ Do not share your Access Tokens with anyone; we regularly check for leaked Access Tokens and
remove them immediately.

23



Access Token - 4/4

]

e Selectread token Fine-grained [ CELE Write

e Enter your token name @ This cannot be changed after token creation.
e C(Create new token % V—

° COpy the token - Token name

This token has read-only access to all your and your orgs resources and can 1
be used to open pull requests and comment on discussions.

- Create token

24




Model permission - for hwl

e (lick this link:

https://huggingface.co/googl
e/gemma-3-1b-it

e Enter your personal information

G google/ gemma-3-1b-it © Olike 577 Follow & Google 24.7k

[  Text Generation & Transformers € Safetensors  gemma3_text  conversational @ text-generation-infer

# Modelcard  I= Filesand versions <¢xet ¢ Community

3 Access Gemma on Hugging Face

This repository is publicly accessible, but you have to accept the conditions to access its files and
content.

To access Gemma on Hugging Face, you’re required to review and agree to Google’s usage license. To do this, please

ensure you're logged in to Hugging Face and click below. Requests are processed immediately.

By agreeing you accept to share your contact information (email and username) with the repository
authors.

@ Acknowledge license

25
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Introduction Co

What is Colab?
Colab, or "Colaboratory", allows you to write and execute Python in your
browser, with

e Zero configuration required
e Free access to GPUs

e Easysharing

27



Colab code for Hwl

https://colab.research.google.com/drive/1PjLpwbhy8A6AMugfC]ZGVZwjacBfsz
gk?usp=sharing
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Colab - conti

CG en_Al_ML_Hwl.ipynb ¥ &

dit View Insert Runtime Tools Help

Q. Commands + Code + Text > Runall «

v Download and install

<2 [ ] ! pip uninstall -y transformers tokenizers huggingface_h
! pip install transformers torch torchvision

[ 1 import torch
O from huggingface_hub import login
#T0DO: Please paste your huggingface token in below
login(token="YOUR_HF_TOKEN", new_session=False)

29



Colab - conti

e Save a copy in drive

Move to trash

Save a copy in Drive

Save a copy as a GitHub Gist

Save a copy in GitHub

Save
Save and pin revision

Revision history

Download

Print

8/Ctrl+S

®8/Ctrl+M S

>

38 /Ctrl+P

30



Colab - conti

You can change
the name here

% [Colab and Gradio Tutorial| FIEIA

= mwm meEE @A WoEs LR 5

Bz 228 O B8

RAM

If it looks like =

G BN .
. v Gradio Tutorial these: E

O X + BE + - @ Colab Al PN
vVeR/ZE W

s Click this to unfold the blocks Hit it again.

> Install Packages

File location () 41 @

> Import and Setup

[ 1 41 ESaasaiests

> Run your code!

QIR =

] 81.40 GB EIA

@8 [Python 3 Google Compute Engine 3%




Colab - conti

» [ sample_data

testi
& &

ENeSEs
b=

SRR

el — - Y3

Upload your file

Download your file

sample_data
test.ixt

If you accidently
click this

<>

» @@ bin
@ boot

@ content YOU Can find

» @@ sample_data ]
_B o your files here

i dev
i cic
i home
i b
i ib32
i lib6a
i libx32
@ media
s mnt
im opt
i® proc
i root
im un
@8 sbin
i s
i sys
& tmp
im iools
@ usr

i var
ﬁ NGC-DL-CONTAINER-LICENSE

B cudakeyring 1.0-1_all.deb
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Cells

Create a new cell by clicking on + Code or + Text

These options allow you to moving your
cell up/down or copy and deleting it

+ Code — + Text
© print("This is a code

+ Code — + Text

M B I <> & = = — v © B

# This is a text cell

This is a text cell




Run Cell
Code Unexecuted

Run Cell by clicking on the @ B ip install eradic

v Install Packages Code Executing

- : y :
° lpip install gradio

>

Ipip3 install gradio
Ipip install -q -U google-generativeai

Code Executed

= o lpip install gradio

Co il ecting websockets<1?2

Error Occurred




Make sure you are using GPU

& Copy of Gen_Al_ML_Hw.ipynb ¥ &

[File Edit View Insert Runtime Tools Help]

1mands + Code + Texi

GenAl_ML_HW1

v Download an
This section sets up the

[ 1 # Uninstall poten
# This prevents v
! pip uninstall -

# Install fresh v
# - transformers:
# - torch: PyTorc
# - torchvision:

! pip install tra

Run all 38/Ctrl+F9
Run before 88/Ctrl+F8
Run the focused cell 38/Ctrl+Enter
Run selection 38/Ctrl+Shift+Enter
Run cell and below 38/Ctrl+F10
Interrupt execution FB/Ctri+M |
Restart session 8/Ctrl+M .

Restart session and run all

Disconnect and delete runtime

Manage sessions
View resources

View runtime logs

e Models (LLMs)

aries
|
ne errors

b torch
I Change runtime type I —
ork:

%15 and tokenizers
ransformers)
i as dependency)

—zv Found existing instavtatzune transturmers wvooes

Change runtime type

Runtime type

Python 3

Hardware accelerat

O cru @ TP (O at0GPu () L4GPU

QO wvestru Q vee1TPU (O vse-1TPU

Want access to premium GPUs? Purchase additional compute units
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Problems you may encounter

Runtime | Tools Help All changes saved

Colab will automatically disconnect if idle
timeout (90 min., sometimes varying) or when R before B
your Screen goes blaCk. Run the focused cell 88/Ctrl+Enter b

Run selection 38/Ctrl+Shift+Enter 11

Run all 38/Ctrl+F9 | Tq

Run after 3/Ctrl+F10 | |

Interrupt execution 38 /Ctrl+M |

If you “Disconnect and delete runtime” or Restart session #/CtiM.
. " . . Restart session and run all
“Restart Session”, your files will be gone.

Disconnect and delete runtime
Change runtime type

Manage sessions
View resources

View runtime logs

36
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Introduction

What is Gradio? g ra d I o

Gradio is a tool that allows you to demo any application with a friendly
website so that anyone can use it, anywhere.




Required Libraries for Advanced Web Interface Development
These imports provide the foundation for creating an interactive AI chatbot interface

Launch the Hw1 gradio

e Run the cellin Part 4
. |f you Wa nt to u nd erSta n d the fromAEEiﬁiZZ{gsgzaizgﬁ,( # Core language model for text generation

AutoTokenizer, # Text tokenization and encoding utilities

)

m ea n I ng Of th e COd e, p | ea Se import threading # Multi-threading support for responsive UI (if needed)
h kth d Complete Interactive AI Chatbot Implementation with Gradi
C ec e CO m m a n ° m Tgmig 5o;prZh:rzziv;VZxampleade;onsgaiztsanpla"ox:t\;;n—re;:yIZI interface development

#
# MODEL SETUP AND CONFIGURATION

#

# Load the specified language model and tokenizer for the interface
LLM_NAME = "google/gemma-3-1b-it" # Instruction-tuned Gemma model suitable for conversation

E: CORE CONVERSATION FUNCTIONS

#

def format_chat_prompt(message, history):

Converts user input and conversation history into proper chat template format

This function is crucial for maintaining conversation context and ensuring
the model receives input in the format it was trained to expect.

Args:
message (str): Current user message/question
history (list): List of (user_msg, assistant_msg) tuples from previous conversations




Launch the Hw1 gradio - conti

Copy and paste the link to your browser

#
# INTERFACE LAUNCH: Deploy the application
#

# Launch the Gradio interface with production-ready configuration

demo. launch(
share=True, # Create public URL for sharing (useful in Colab/cloud environments)
debug=True # Enable debug mode for development and learning

/tmp/ipython-input-3599748618.py:163: UserWarning: You have not specified a value for the ‘type' parameter. Defaulting to the
chatbot = gr.Chatbot(

Colab notebook detected Wpu can see errors and logs. To turn off, set debug=False ir

This share link expires in 1 wee or free permanent hosting and GPU upgrades, run ‘gradio deploy’ from the terminal in the

@ KEGES ﬁimi%i&)\

ER—E{EMTransformersfGradioZIIHLLMENR N E

© HERH e

40



Launch the Hw1 gradio - conti

@ KREESHEPIRERA Changeable parameters

ER—EEATransformersMGradioRIMLLMBIR N E
o HiEEs N ER28

Max Length

10 CE—

Temperature (creativity)

o Max Length: {4 AIEIfEAY SR Atoken$

Type your message here - temperature: EHlsoft max BT
YEHS - CIEEARIRERTAER KA

o Top-k: SREUKES » EIHTRHH k BF:F
WABNRE k% F—1& token

RERERM:

o AIEBE: temperature 1.0-1.5, Top-k 20-50
o RiTRIE: temperature 0.3-0.7, Top-k 5-15

o FEW|EH: temperature 01-0.5, Top-k 3-10
B|ix TBRREE
41

Send message Clear message

AWM RRRRE..







TODO

e Signin Hugging Face account and get access token
Get the Gemma3 model permission in Hugging Face
e Finish the sample code in colab

a. Print out token information

b. Get logits at the last position

c. Modify different system / user prompt setting for observation
d. Uncomment the messages setting for observation

e Answer the multiple choice question (only one right answer) in NTU COOL.

43



Submission and Grading




Submission & Deadline

e Submit your homework to NTU Cool
e 2025/10/17 23:59:59 (UTC+8)
e No late submission is allowed
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Grading Release Date

e The total points of this homework are 10 points.
e The grading of the homework will be released before 2025/10/20 23:59:59
(UTC+8)
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If You Have Any Questions

e NTU Cool HW1 {EX:1:R[=
o WNMERRZBHEERTRIEESEHIEF,

FE—{EFEANTU Cool &=

o BEHMEEFLRBIENTU Cool5timE RIS RE
e Email: ntu-gen-ai-ml-2025-fall-ta@googlegroups.com

o Title should start with [GenAI-ML 2025 Fall HW1]

o Email with the wrong title will be moved to trash automatically

e TA Hours

o Time:

m  9/15, 9/22,9/29, 10/6, 10/13 Monday 20:00~22:00
m  9/19,9/26, 10/3, 10/7, 10/17 Friday 17:30~19:30

o Location: Google meet

47
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NTU COOL Quiz

O

fERE 1 19

What is the vocabulary size of the Gemma-3-1B tokenizer?

Gemma-3-1B 8§ tokenizer FAmEANEZ N ?

O 128,486
O 131,072
O 320,357

O 262,144
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NTU COOL Quiz - conti

L

RRE 2 19

With the Gemma-3-1B tokenizer, which single token ID (decoded by itself) yields an English
token?

-+

{#F Gemma-3-1B tokenizer » f—1{E& — token ID (EE¥BRIEAT) =1SRIZESCHY token ?

O 10,000
O 80,000
O 60,000

O 20,000

50



NTU COOL Quiz - conti

B

RA%E 3 149

Encode the string TE#— to token IDs (Gemma-3-1B). Which is correct?

57 MEE—) 4RISA token IDs (Gemma-3-1B) - MME R ERERT ?

O [46306]
O [46306, 237009]
O [2746,10552]

O [237009, 46306]
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NTU COOL Quiz - conti

D

fE=H 4 15

Which pair correctly reports the longest decoded token string in the vocabulary (token_id,
character_length)?

W—#H (token_id, FroRE) EMEREA T ARERPRRVEBEFS 2

O (137,31)
O (4096, 37)
O (512, 24)

O (2048, 27)
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NTU COOL Quiz - conti

D

%8 5 19

Given the prefix TFoiBErFEAREREEFEINZRIE R = FI B A5 BB, , which single Chinese
character is the model’s most probable next token?

REXT (SRR R FIB NS, - MRS A AN T
XFRIE?

O i
o’
O |

O &
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NTU COOL Quiz- conti

R 6 19

Using the below setting in your system and user prompt, please choose the correct answer.

II'WARNING !!! Please copy paste to the Colab .Do not change your language.

System Prompt: You are a smart agent.

User Prompt 1: £ R B R BMEEN S1ER?

User Prompt 2: Which anime is Pikachu derived from?

(O The agent refuses or asks for confirmation, noting that only the system/user can set language
constraints for user prompt 1. | #t¥fUser Prompt11& B35 4B e, E KR » 54 2B system/user &]
AERERE = PR

O The agent answers all in English for user prompt 1 | #&#U%f User Prompt 1 2 FHEX[EZ

O The agent answers all in English for user prompt 2 | #&#U%f User Prompt 2 B2 HE X [EZE
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NTU COOL Quiz - conti

fERE 7 19

Using the below setting in your system and user prompt, please choose the correct answer.

I WARNING !!! Please copy paste to the Colab .Do not change your language.
System Prompt: You can only answer: | don’t know.

User Prompt: 7 & iR B RBMESN ZER?

O The agent answers the question not saying “I don't know”. | #EE[EZ T RRE » TiARZ (M don't
know |

O The agent answers “BARFE” | BREIZE TFEAXE
O The agent answers “I don’t know” | #&[EZ T don't know

(O The agent outputs “I don’t know” but adds extra words/symbols/translation (e.g., “l don’t know,

sorry”) | HBEUEH Tl don't know) 1BANLEBINSCE / 755% / 805 (5120 “I don't know, sorry.”)
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NTU COOL Quiz - conti

D

R9RE 8 19

Using the below setting in your system and user prompt, please choose the correct answer.

1A Fsystem and user prompt,ZRE » WIEIBFEER -

II"WARNING !!! Please copy paste to the Colab .Do not change your language.
System Prompt: Answer in English only

User Prompt:[Z & 57 B iR IMEEN S EMm?

11 NOTE that there's no punctuation in system prompt.

M SEFE A system prompt ;R B IREARTER

O The agent replies with mixed Chinese and English | 28 3 [E] %

(O The agent responds in English only to request the user to ask in English or refuses to answer the

content. | EEMEME X OIE » EREAENAEGIBMHEES
(O The agents answer in Chinese. | #EIBHXEZ

O The agent answers in English. | # R EZ
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NTU COOL Quiz - conti

RIRE 9 0.5%

In the model.generate() call below, which parameter affects sampling randomness (given
do_sample=True)?

out = model.generate(
*kprompt,
max_length=50,
do_sample=True,
top_k=k,
temperature=1.0,
pad_token_id=tok.eos_token_id

O max_length
(O attention_mask
O top_k

O pad_token_id
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NTU COOL Quiz - conti

>

R%E 10

0.5 %

Which role in messages correctly preserves the model response history?

messages = [
{"role":"history","content":"Who am I?"},
{"role":"user","content":"Who am I?"},
{"role":"assistant","content":"Who am I?"},
{"role":"response","content":"Who am I?"}

O history
O assistant
O response

O user

58



NTU COOL Quiz - conti

fIRE 11

19

Compare the chat history before and after you uncomment the code and choose the right answer.

EEBREUHE AR 2 USRI R VIR DE: - IR ERERER -

while True:
# USER INPUT: In practice, this would come from user interface or API call
# For educational purposes, we use a fixed message to demonstrate the concept
user_prompt = "What day is Tomorrow?"

# ADD USER MESSAGE: Append the new user input to conversation history
# This step is crucial - without it, the AI would have no context of what user said
messages.append({"role": "user", "content": user_prompt})

# Add History in user dialogue
# TODO: uncomment the below code
# if counter == 1:

# user_prompt = "Today is Friday."
# messages = messages[:-1]
# messages.append({"role": "user", "content": user_prompt})

print("User:", user prompt)
# AL RESPONSE GENERATION: Use the complete conversation history for context-aware generation
# The pipeline processes the entire message array, not just the latest user input
outputs = pipe(
messages, # Full conversation history for context
do_sample=False,

max_new_tokens=256, # Limit response length (new tokens only)

O The agent says tomorrow is Friday before uncommenting. | R kiR Al » RRAXEEHA -
O The agent says tomorrow is Saturday after uncommenting. | H#ERER 24 » RTPREEMHN
O The agent says tomorrow is Saturday before uncommenting. | R R 2 AT » RRPARZ RN -

O The agent refused to answer after uncommenting. | R RFR 2% » EREZ -
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