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Orthogonal Complement

* The orthogonal complement of a nonempty vector
set S is denoted as S* (S perp).

» Stis the set of vectors that are orthogonal to every
vectorin S

SL={v:v-u=O,VuES}
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Orthogonal Complement
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e Wrmusthavez,=2,=0



Properties of
Orthogonal Complement

1 Yes (S may not
Is S— always a subspace? be a subspace)

)J_=SJ_

For any nonempty vector set S, (Span S

vEW mp peU w U

veU S={w,wy..w,} w-v=0
u € Span $ U =CiWq + oWy + -+ C Wy
u-v=_>w; +c,w,+-+cwy): v

=C1W1°U+C2W2°v+°°°+Cka°v =O

m) vell



Properties of
Orthogonal Complement

1 Yes (S may not
Is S— always a subspace? be a subspace)

For any nonempty vector set S, (Span S)J- = st

Let W be a subspace, and B be a basis of W.
Mgl _wl

Whatis S n S »



Properties of
Orthogonal Complement

* Example:

For W = Span{u,, u,}, whereu;=[1 1 -1 4]"andu,=[1-1 1 2]

ve Whifandonlyifu,ev=u,ev=0

i.e., V=[x, X, X3 X, ] satisfies

x1+ 22 —x3+4x4 =0

1 — To + x3 + 224 = 0. =

T

= B=

O = = O
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> is a basis for W-.

A =

1

SO = = O

W+ = Solutions of “Ax=0" = Null A




Properties of
Orthogonal Complement

* For any matrix A

(Row A)l = Null A

v € (Row A)*

< Av = 0.

(0ol — Wb (Col A)t = (Row AT)* = Null AT.
For any subspace W of R" | ([T /R 10 [t
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For any subspace W (MW

Basis: {wy, wy, -+, Wk}VBasis: 21,23, Zn_1},

Basis for R"

For every vector u,
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u=w+ z (unique)
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Orthogonal Projection

_

= w + z (unique)

Orthogonal Projection Operator:

u

The function Uy, (u) is the
orthogonal projection of u on W.

Uu=w+ Z u =w + 7

ku = kw + kz = u+u’ = (w+w’) + (z+2')



Orthogonal Projection

‘
4 .
F A

/ W in subspace W is
1 “closest” to vector u.
ew A u/ : >

— - | //"' Z: \ ”
TR : “closest

| :

. AhS

o f s L Always orthogonal

Y

0

z is always orthogonal to
all vectors in W.



Closest Vector Property

* Among all vectors in subspace W, the vector closest
to u is the orthogonal projection of u on W

Vww, w—w e W.

The distance from a vector u to a subspace W is the distance
between u and the orthogonal projection of u on W



Orthogonal Projection Matrix

Orthogonal projection operator is linear.

» It has standard matrix. » Orthogonal
Projection Matrix P,,
U

Z=U-W
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Orthogonal Projection on a line

* Orthogonal projection of a vector on a line

V. any vector

U: any nonzero vectoron L

w: orthogonal projection of
vontolL,w=cu

Z:V—W

v—w)u =(v—cu)-u =v-u—cu-u =v-u-—cllul?

o
C wW=cu= u

[lull® l|u||2

v-u
Distance fromtipofvtolL: ||z|| = |lv—w]| = Hv ATTE u H




Orthogonal Projection

* Example:

v-u
wW=cu=
llul?
Lisy=(1/2)x

=[] w=[]




Orthogonal Projection Matrix

e Let C be an n x k matrix whose columns form a
basis for a subspace W

P, =C(CTC)~1cT nxn

nxk kxn nxk kxn

Proof: Letu € R"and w = U/ (u).
Since W = Col C, w = Cb for some b € R¥
andu—w e W+

—=0=C'(u-w)=C'u-C'w=Cu-C'ch.
— C'u = C'Cbh.
= b =(C'C)"'C'uand w = C(C'C)!C'u as C'Cis invertible.



Orthogonal Projection Matrix

e Let C be an n x k matrix whose columns form a
basis for a subspace W

P, = C(CTC)~1CT nxn

Let C be a matrix with linearly independent columns.
Then CTC is invertible.

Proof: We want to prove that C'C has independent columns.
Suppose C'Cb = 0 for some b.

= b'C’Cb = (Cb)"Cb = (Cb) e (Cb) = ||Cb||* = 0.
— Cb =0 = b =0since Chas linear independent columns.
Thus C'Cis invertible.



Orthogonal Projection Matrix

* Example: Let W be the 2-dimensional subspace of
R? with equation x; — x, +2x3 = 0.

P, = C(CTC)~1CT o i
| ) 1 2

=1 /B TH T NE ?
OIS ARG Whasabasis y(1(,| 0 |, C=|1 0
\—O— — 1 —/ —O 1
1 2 11 [0
O 1 41 12







Orthogonal Projection

e Let S = {v{,v,,, VU, } be an orthogonal basis for a
subspace W, and let u be a vector in W.

U= CV1 + CaUy + =+ + C Uy

| \ 4
UV U-Dy U - vy
lv1ll% [lv2]I? v I

* Let u be any vector, and w is the orthogonal projection of u
on W.
W = CqiV1 + CoUp + -+ + C, Vg

\ \ \

UV UV, U - Uy

g ll2 v |I? [V ]|2




Orthogonal Projection

e Let S = {v{,v,,, VU, } be an orthogonal basis for a
subspace W. Let u be any vector, and w is the orthogonal

projection of u on W.
W = C1V1 + CaVUy + -+ C Uy,

\ \ \
U-v; UV, U - Uy
P, = C(CTC)~tCT [ Y [V 112
— rp-10T
T Py, =CD -C
cT = Vs C=[v Vi ] :
N — . Projected:
vy w=CD CTu
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on of Inconsistent
Inear Equations

Solut
System of L

* Suppose Ax = b is an inconsistent system of linear equations.
* bis not in the column space of A

* Find vector z minimizing | |Az—b| |

b




Least Square Approximation

10t e eData data pairs:
93 —curvefit| }V/ X1 =2 W1
[ X2 > V2
8: ...................................... .
> 7:. .................. X; —) Vi
61
[ e.g.
S
4O "1 2 3 4 5 (% KPM2.5,BHKPM2.5)

Find the “least-square line” y = a4, + a,x to best fit the data

Regression



Least Square Approximation

Yy =agp+ ax

10k ' Error Vector:
| ® ®Data
—curve fit |

i Y1 — (Cl-() + (L1:171)
Yo — ((].-() + (I-'].:I:Q)

_ Yn — ((1.() + (1.1.'1?.,-L)

Find a; and a; minimizing E
E = |le|’

)%+ [y2 — (a0 + a1@2)]” + -+ + [yn — (ap + a12,)]



Least Square Approximation

Error Vector:

y1|I- (ag +|aiz:
yoll- (ag +|ai s

e —=
_ yn [ (a'( + almn,

Find ag and a; minimizing E

E = |||

€ =Yy —apvy —a1vy

Y1 1

1

'/2 AN 1 AN
JV1 = » [V2 =

ao

= [ Vi Vo ],a.nda: [ o)

E=|ly - (agv;y + av,)|I* = |ly — Ca||?




Least Square Approximation

Find a minimizing B 1] "2y ]
2 Y2 1 L2
E=||y—Ca|| y £ : , V1 2 : , Vg £
B={v,Vv,} Independent | Yn 1] | Tn |

Cais the orthogonal projection

ofVOn W:SpanB. Cé[V] Vo ],a.nda: |:(LO ]
find a such that Ca =Py ai

Ca=C(CTC)~IcTy a= (o)~ cty




Example 1

Rough weight Finished weight

X; (in pounds) y; (in pounds)
2.60 2.00
2.72 2.10 ao | ,~Tn—1~T. . | 0.006
[all_(c €y e y”[o.m&s]
R 2.10
2,67 2.03
= y =0.056 + 0.745x.
2.68 2.04
"1 960 ] " 500 Prediction: N
1 9279 210 if the rough weight is 2.65,
C=|1 275 y = | 2.10 the finished weight is
1 2.67 2.03 0.056 +0.745(2.65) = 2.030.
|1 268 | 2.04 |

(estimation)



Least Square Approximation

* Best quadratic fit: using y = ap + a.x + a,x? to fit the data
pOintS (Xll yl)) (XZI y2)l KRy (Xn) yn)

y1 — (ag + a;xq + ayxi)]
Vo, — (g + a1 x, + a,x3)

y, — (ag + a;x, + ayx2).

Find ay, a; and a, minimizing E

E = |le||*




Least Square Approximation

* Best quadratic fit: using y = ap + a.x + a,x? to fit the data
pOintS (Xll yl)/ (XZI y2)/ KRy (an yn)

: [ 2 ] - 2 7
i o1 Y y1 — (ag + ax; + azx7)
L9 .l§ 2
Vi = va=| . [iva=| o = |V2 — (ap + arx; + azx3)
1 €. " |
i _ i n | L 2
vy, — (ag + a;x, + a,x;)

_ - Find ap, a; and a, minimizing E
an

a1 | =(CTC) 10Ty, E = |le||?

a9

-~




120 + o (1, 118) - ao |
ai | =(CTC)"'Chy
100 £ (0, 100) | a2
N 100 0 - 100
11 1 118
c=11 2 4 y=| 92
60 + 1 3 9 48
cam |1 3.5 1225 L7

Y =g+ a.X + a,x°

—

...
o ==
w
I

Best fitting polynomial of any desired maximum degree may be

found with the same method.




Multivariable Least Square
Approximation

100+

= Ay + A1 X4 + > X
A 0 11 A 2AB

http://www.palass.org/publications/newsletter/palaeomath-101/palaeomath-
part-4-regression-iv



