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Kaggle: 2021/5/21 23:59
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No Late Submission!



https://colab.research.google.com/github/ga642381/ML2021-Spring/blob/main/HW07/HW07.ipynb
https://www.kaggle.com/c/ml2021-spring-hw7
https://youtu.be/SnqP5HnOBD8
https://youtu.be/DoZlp0vfDmI

1. Task Introduction
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https://arxiv.org/abs/1810.04805

Task: Extractive Question Answering

. EXtraCtion-based Question In meteorology, precinitation is any product
Answering (QA) (Eg SQUAD) of the condensation of 17 spheric water vapor

that falls under gravity. e main forms of pre-

cipitation include drizzle, rain, sleet, snow, grau-

’ _ pel and hail... Precipitation forms as smaller
w' D= {d1, dZ' ey dN} droplets coalesce via collision with other rain
drops or ice crystals within a cloud. Short, in-

Query- Q e {CI1, Q25" qN} tense periods of rain - atte 79 cations are

called “showers".

< What causes precipitation to fall?

iy (5 =176 =17

What is another main form of precipitation be-
sides drizzle, rain, snow, sleet and hail?

D QA
Q Model e

output: two integers (s, e) graupel
Where do water droplets collide with ice crystals
Answer: A = {qs, e qe} to form precipitation?

within a cloud [ s T70i=—070 ]

https://speech.ee.ntu.edu.tw/~hyvlee/ml/ml2021-course-data/bert v8.pdf#page=23



https://speech.ee.ntu.edu.tw/~hylee/ml/ml2021-course-data/bert_v8.pdf#page=23

Dataset: Chinese Reading Comprehension

"questions”

{
S 1d%0),
"paragraph id":
"question text": "“’%"“5( FE=HF800FEERNNEHXARS inoc: |
vanswer text": "I, Testing:  No answer!
"answer start": 141,
"answer end":

"questions™

{

i D

SRTAL S "paragraph id": 792,
"paragraph id": ; "question text": "t+tERMNEE LEHAEHY?"
"question text": "BEBEEH—FEE?", "answer text": null,
"answer text": “’\?ﬁ 184", "answer start": 11
"answer start": 266, "answer end":
"answer end": 271

"paragraphs": [
“2010E€ 1’%5"7?'} If?l-

**ﬁzeoo;ﬂﬂ;ﬁ, é%l*_‘““, 1970
= : ﬁ?i{f HTEEU.



Dataset: Chinese Reading Comprehension

Paragraph

. HRABMFEIZMAE 1970F R ERFABK—ERMGRP AN REFAEEDTBEFES,
NEFEANEENBM, EETRASIERMERINEE, FEMEEMEMRMEZOLEETS LB, EMET

ZHhXHRENEEAMEERRT NEHEFINAXZHEDXUF, Rk 2o, BREEFRFA AR
HECEARLEMEURRPNAEIENF,

#INIK O 2T SRAEMME F R AR E ARG ?

Question:

Answer:

Question:

Answer:

1970

BRARMEABEREIEGRANEXF ?
xET

# of Paragraphs | # of Questions
Training Set ~8000 ~27000
Dev Set ~1000 ~3500
Test Set ~1000 ~3500







Grading

Upload Code to NTU COOL +4pts
Simple Baseline (Public) +1pt
Simple Baseline (Private) +1pt
Medium Baseline (Public) +1pt
Medium Baseline (Private) +1pt
Strong Baseline (Public) +0.5pt
Strong Baseline (Private) +0.5pt
Boss Baseline (Public) +0.5pt
Boss Baseline (Private) +0.5pt
Report Bonus +0.5pt




Kaggle (6pts)

Deadline:
Displayed name:
Testing Set:

Evaluation Metric:

Kaggle Link:
www.kaggle.com/c/mI2021-spring-hw7

5/21 (Fri.) 23:59
<student ID>_<anything>
3493 Questions (~50% public set, ~50% private set)

Accuracy (Exact Match) Submission Format: (csv)

ID,Answer
Baselines Public Score 0, TE?J%UHEZ .
1, (FREE)
Simple (1pt + 1pt) 0.44622 2 §ng
Medium (1pt + 1pt) 0.68421 3, {HAEE R
4, RERKE
Strong (0.5pt + 0.5pt) 0.79290 5. ﬁ'ﬁ%ﬁ
6,1874%F
Boss (0.5pt + 0.5pt) 0.84897 -
7, hR Bl =R



https://www.kaggle.com/c/ml2021-spring-hw7

Code Submission (4pts)

e NTU COOL

Deadline: 5/23 (Sun.) 23:59

Compress your code and reportinto <student ID>_hw?7.zip (e.g. b10901118_hw?7.zip)
We can only see your last submission.

Do not submit your model or dataset.
If your code is not reasonable, your semester grade x 0.9.

o O O O O

e Your .zip file should include only
o Code: either .py or .ipynb
o Report: .pdf (only for those who got 10 points)

Report template

report.pdf hw7.ipynb



https://docs.google.com/document/d/1tGRCzLBWuGT3G7G87e3tZ0LQ-ivWVxA0JYlIxfV63kc/edit?usp=sharing

3. Tutorial




A toy example [ ]

[CtLS] ! T [SEP] L (E J
. q q
“_| N k tO DemO] clwestionz 1 docunz1ent ’

Toy Example

XE: TREXEMXE.
BEH: FEREEEU?
ZE=xE:. K2

Paragraph: Jeanie likes Tom because Tom is good at deep learning.
Question:  Why does Jeanie like Tom?
Answer: Tom is good at deep learning



https://colab.research.google.com/drive/1_kFYGkNHiQCVftiQhbSQFJVpC9-sgc4X?usp=sharing

Why Long Paragraph is an Issue?

Total sequence length = question length + paragraph length + 3 (special tokens)
Maximum input sequence length of BERT is restricted to 512, why?

> Self-Attention in transformer has O(n*) complexity

Length of Paragraphs in Training Set

Therefore, we may not be able to process the whole paragraph.

2500 1

What can we do?

Number of Paragraph
5 G =]
8 8 8

3z
=]

0-

200 400 600 800 1000 1200
Length of Paragraph



Training

We know where the answer is in training!

Assumption: Info needed to answer the question can be found near the answer!
Simple solution: Just draw a window (as large as possible) around the answer!

e.g. window size = max_paragraph_len = 32

F%fr?]ﬂi&i B R TR E BT RIE 1970 F R AR — AR 7 iMm REFEREEPIEFES,
EAP&TE%#‘E\%%ﬁt&%#%?liﬁ%%ﬁﬁﬂlﬂi%%%, EEMEEFMHR SRR AETES LRE ..

Q: FmEpEXEMAEHEERZRFIRFERASEPX ? A 1970
Q: EXRATHEAFEIZEIEFRAEXE ? A: Ef-r



Testing
We do not know where the answer is in testing m=) split into windows!
e.g. window size = max_paragraph_len = 32

N, BRI EAE XM RE 1970F R LR —EABETCAT REFEEEPEERFES, 6
NEFEANEENBNE, ESTRASIEEMEREE ...

Q: FmEpEXEMAEHEERZRFIRFERASEPX 27 A 1970
Q: EXRATHEABFEZEIEFRAEXE ? A: Efe-r

For each window, model predicts a start score and an end score :> take the maximum to be answer!

start score | start position | end score | end position | total score
Answer:

: 1 _ 2 A4 2 .
window 0.5 3 0 6 09 position 35 to 37

window 2 0.3 35 0.7 37 1.0






Hints for beating baselines

0
L X4

0
L. %4

K/
L X4

K/
L X4

Simple:

> Sample code

Medium:

> Apply linear learning rate decay
> Change value of “doc_stride”
Strong:

> Improve preprocessing

> Try other pretrained models
Boss:

> Improve postprocessing

> Further improve the above hints

Estimated training time

K80 T4 T4 V100
(FP16)
Simple 40m 20m 8m m
Medium 40m 20m 8m m
Strong 2h 1h 25m 20m
Boss 10h 5h 2h 1h30m

% Training Tips (Optional):

> Automatic mixed precision (fp16)

> @Gradient accumulation

>

Ensemble




Linear Learning rate decay ##2## TODO: Apply linear learning rate decay ###3#

Method 1: Adjust learning rate manually

e Decrement optimizer.param_groups[0][“Ir”] by learning_rate / total training step per step

learning rate = le-4 890010
optimizer = AdamW(model.parameters(), lr=learning rate)
total step = 1000
for i in range(total step): o
optimizer.param groups[O]["Lr"] -= learning rate / total step E
This block is only an example! 8

v You only need to add 1 or 2 lines
optimizer.param groups[@]["Lr"] 0.00002

0.00008

Decrement learning rate to zero linearly

& 0.00004

-1.5863074217500927e-18 “~~__ Check whether learning rate after nee . .- I —
training is very close to zero Training Step

Method 2: Adjust learning rate automatically by scheduler

scheduler = ...

=

e huggingface (Recommended) Lin
e pytorch in

=

for 1 in rangze(total_step):

—

optimizer. step ()
scheduler. step ()

You may also try other learning rate schedules (e.g. warmup)!

You only need to add 3 or 4 lines


https://huggingface.co/transformers/main_classes/optimizer_schedules.html#transformers.get_linear_schedule_with_warmup
https://pytorch.org/docs/stable/optim.html#how-to-adjust-learning-rate

M #H##F# TODO: Change value of doc stride ###5#
Doc Strlde self.doc stride = 150

Testing
We do not know where the answer is in testing m=) split into windows!

e.g. window size = max_paragraph_len = 32

HOIAR ~ B3R PEER MY ZE 2T RIE19704F (U R FRIA R — AP X JAMRBF T FEPEEFETE,
BINEABERNERE - ESTRGFSIPRNERIER. ...

Q: MIMRMEXZMAETMEFNEFBEABRIX? A 19‘7N start position of
Q: BRATDMEABEBEEIEEATEXF? A: EBEF 2nd window

L doc_stride = distance between the start position of two consecutive windows
start position of

1st window

doc_stride is set to “max_paragraph_len” in sample code (i.e. no overlap)

What if answer is near the boundary of windows or across windows?

Hint: Overlapping windows
ARG IAEREAOR




Preprocessing

Hint: How to prevent model from learning something it should not learn
during training? (i.e. answers are not always near the middle of window)

####% TODO: Preprocessing #####
# Hint: How to prevent model from learning something it should not learn

if self.split == “train®:
# Convert answer s start/end positions in paragraph_text to start/end positions in tokenized_paragraph
answer_start_token = tokenized paragraph. char to_token{question[”answer start”])
answer_end_token = tokenized_paragraph. char_to_token({question[”answer_end”])

# A single window is obtained by slicing the portion of paragraph containing the answer

mid = (answer_start_token + answer_end_token) // 2
paragraph_start = max(0, min(mid - self.max_paragraph len // 2, len(tokenized paragraph) - self.max_paragraph_len))
paragraph_end = paragraph_start + self.max_paragraph_len

# Slice question/paragraph and add special tokens (101: CLS, 102: SEP)
input_ids_question = [101] + tokenized_question. ids[:self.max_question_len] + [102]
input_ids_paragraph = tokenized_paragraph. ids[paragraph_start : paragraph_end] + [102]



Other pretrained models

You can choose any model you like! [Link to pretrained models in huggingface]

Note 1: You are NOT allowed to use pretrained models outside huggingface!
(Violation = cheating = final grade x 0.9)
Note 2: Some models have . medetcara  describing details of the model

Note 3: Changing models may lead to error message, try it solve it yourself

Models 107 e 1l Sort: Most Downloads
bert-base-chinese M hfl/chinese-electra-180g-small-discriminator
M hfl/chinese-electra-180g-base-discriminator M@ hfl/chinese-roberta-wwm-ext

facebook/mbart-large-cc25 M hfl/chinese-bert-wwm


https://huggingface.co/models

Postprocessing

Hint: Open your prediction file to see what is wrong
(e.g. what if predicted end_index < predicted start_index?)

def evaluate(data, output) :
##### TODO: Postprocessing #####
# There is a bug and room for improvement in postprocessing
# Hint: Open your prediction file to see what is wrong

3

answer =
max_prob = float( -inf’ )
mum_of_windows = datal0]. shapel[1]

for k in range(mm_of_windows):
# Obtain answer by choosing the most probable start position / end position
start_prob, start_index = torch.max(output.start_logits(k], dim=0)
end_prob, end index = torch.max(output.end_logits(k], dim=0)

# Probability of answer 1is calculated as sum of start_prob and end prob
prob = start_prob + end_prob

# Replace answer if calculated probability is larger than previous windows
if prob > max_prob:

mag_prob = prob
# Convert tokens to chars (e.g. [1920, 70321 --> K &)
answer = tokenizer.decode(data[0]1[0][k][start_index : end_ index + 1]}

# Remove spaces in answer (e.g. “K &" - "K&")
return answer.replaceC ’,’7)



Training Tip:  Automatic mixed precision

Estimated training time

PyTorch trains with 32-bit floating point (FP32) arithmetic by default
Automatic Mixed Precision (AMP) enables automatic conversion of T4 T4
certain GPU operations from FP32 precision to half-precision (FP16) (FP16)

e Offer about 1.5-3.0x speed up while maintaining accuracy

Simple 20m 8m

# Change "fpl6 training" to True to support mixed precision training (fpl6) H
fpl6 _training = False Medlum 20m 8m
if fpl6_training: Strong 1h 25m
!pip install accelerate==0.2.0
from accelerate import Accelerator
Boss 5h 2h

accelerator = Accelerator(fpl6=True)
# Documentation for the toolkit: https://huggingface.co/docs/accelerate/

if fplé_training: H .
model, optimizer, train loader = accelerator.prepare(model, optimizer, train_loader) Warnlng' Only Work on some gpu
if fpl6_training: (eg T4, V1 OO)
accelerator.backward(output.loss) .
else: Reference: accelerate documentation
celic s ot Intro to native pytorch automatic mixed precision



https://huggingface.co/docs/accelerate/index.html
https://pytorch.org/blog/accelerating-training-on-nvidia-gpus-with-pytorch-automatic-mixed-precision/

Training Tip:  Gradient accumulation

Use it when gpu memory is not enough but you want to use larger batch size

e Split global batch into smaller mini-batches
e For each mini-batch: Accumulate gradient without updating model parameters
e Update model parameters

MINI-BATCH
0 1 2 3

Addingifew extra l l l l

layersito my,

netWOrk ‘ grado ‘ ‘ gradl ‘ ‘ grad2 ‘ ‘ grad3 ‘

‘ GLOBAL BATCH GRADIENTS ‘

MINI-BATCH MINI-BATCH MINI-BATCH

Time
Gradient accumul lation

§ e s O Reference: Gradient Accumulation in PyTorch



https://kozodoi.me/python/deep%20learning/pytorch/tutorial/2021/02/19/gradient-accumulation.html

5. Requlations




Regulations

e You should NOT plagiarize, if you use any other resource, you should cite it in
the reference. (*)

You should NOT modify your prediction files manually.

Do NOT share codes or prediction files with any living creatures.

Do NOT use any approaches to submit your results more than 5 times a day.
Do NOT search or use additional data.

Do NOT use any pre-trained models outside huggingface.

Your final grade x 0.9 if you violate any of the above rules.

Prof. Lee & TAs preserve the rights to change the rules & grades.

( * ) Academic Ethics Guidelines for Researchers by the
Ministry of Science and Technology



https://www.most.gov.tw/most/attachments/9149925d-ec63-40b0-8ec8-c583008a43c1?
https://www.most.gov.tw/most/attachments/9149925d-ec63-40b0-8ec8-c583008a43c1?

If any questions, you can ask us via...

e NTU COOL (recommended)
o https://cool.ntu.edu.tw/courses/4793
e Email

o ntu-ml-2021spring-ta@googlegroups.com
o The title must begin with “[hw7]"
e TA hours
o Each Monday 19:00~21:00 @Room 101, EE2 (Bt —£E101)
o Each Friday 13:30~14:20 Before Class @Lecture Hall (ff & KEE)
o Each Friday During Class



https://cool.ntu.edu.tw/courses/4793
mailto:ntu-ml-2021spring-ta@googlegroups.com

