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https://youtu.be/hYdO9CscNes
https://youtu.be/gmsMY5kc-zw
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https://www.youtube.com/watch?v=gh0hewYkjgo&ab_channel=Hung-yiLee
https://www.youtube.com/watch?v=WY_E0Sd4K80&ab_channel=Hung-yiLee

Highly Related Topics
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https://youtu.be/1_gRK9EIQpc
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Background: Pre-trained Language Models

* Neural Language Models: A neural network that defines the
probability over sequences of words
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Background: Pre-trained Language Models

* How are these language models trained?
* Given an incomplete sentence, predict the rest of the sentence

The rest of the sentence EUIf
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Neural Language Model
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Incomplete sentence S KRR

Complete sentence S RKKKEH



Background: Pre-trained Language Models

e Autoregressive Language Models (ALMs): Complete the sentence
given its prefix
* Sentence completion

P(xz|x<1) = sampling
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Background: Pre-trained Language Models

e Autoregressive Language Models (ALMs): Complete the sentence

given its prefix
* Sentence completion
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Background: Pre-trained Language Models

e Autoregressive Language Models (ALMs): Complete the sentence
given its prefix

* Sentence completion

P(x6|x<5) = sampling
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Background: Pre-trained Language Models

 Masked Language Models (MLMs): Use the unmasked words to
predict the masked word

* Cloze

P(X4 |X1,2,3,5,6) —
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Background: Pre-trained Language Models

* Training a langauge model is self-supervised learning

 Self-supervised learning :Predicting any part of the input from any
other part
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Background: Pre-trained Language Models

* Transformer-based ALMs: Composed of stacked layers of transformer
layers

Transformer-based PLM
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Background: Pre-trained Language Models

* Training a langauge model is self-supervised learning

e Self-supervised learning :Predicting any part of the input from
any other part
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Background: Pre-trained Language Models

* Transformer-based PLMs: Composed of stacked layers of transformer
layers

Transformer-based PLM
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Background: Pre-trained Language Models

]

* Pre-trained Language Models (PLMs)/ FE il #k & & 1= &Y

* Pre-training/F85/I|4R: Using a large corpora to train a neural language model
* Autoregressive pre-trained: GPT %%/ (GPT, GPT-2, GPT-3)
* MLM-based pre-trained: BERT %5 (BERT, RoBERTa, ALBERT)

Pre-trained Language Model
(Pre-training)
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Background: Pre-trained Language Models

* We believe that after pre-training, the PLM learns some knowledge,
encoded in its hidden representations, that can transfer to
downstream tasks
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Background: Pre-trained Language Models

]

* Pre-trained Language Models (PLMs)/ FE il #k & & 1= &Y

e (Standard) fine-tuning/%i78: Using the pre-trained weights of the PLM to
initialize a model for a downstream task

Sentiment: @ }-\4 }.\"
|
Classifier

(The weights are
initialized from a PLM)

T

[CLS] This movie is crap. [SEP]

Movie reivew data




Background: Pre-trained Language Models

* Pre-trained Language Models (PLMs)/ TEFIl#RFES 1= 2
e (Standard) fine-tuning/%i78: Using the pre-trained weights of the PLM to
initialize a model for a downstream task
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Background: Pre-trained Language Models

]

* Pre-trained Language Models (PLMs)/ FE il #k & & 1= &Y

* Fine-tuning PLMs on downstream tasks achieves exceptional performance on
many kinds of downstream tasks

System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE  Average
392k 363k 108k 67k 8.5k 5.7k 3.5k 2.5k -
Pre-OpenAl SOTA 80.6/80.1 66.1 82.3 93.2 35.0 81.0 86.0 61.7 74.0
BiLSTM+ELMo+Attn 76.4/76.1 64.8 79.8 90.4 36.0 73.3 84.9 56.8 71.0
OpenAl GPT 82.1/81.4 70.3 87.4 91.3 45.4 80.0 82.3 56.0 75.1
BERTEAsE 84.6/83.4 71.2 90.5 93.5 52.1 85.8 88.9 66.4 79.6

BERTLARGE 86.7/85.9 72.1 92.7 94.9 60.5 86.5 89.3 70.1 82.1




Background:Pre-trained Language Models

=

* Pre-trained Language Models (PLMs)/ TEEll#REE S 1R E
* PLMs are widely applied to many different scenarios in different realms

KFU NLP Team at SMM4H 7?0190 Tacke:s Want ta Fxtract Adverce Drnoc
F A Simple Cross-Lingual Lemmatization and Morphology Tagging with Two-Stage

with Multilingual BERT Fine-Tuning
Zulfat Miftahu

Kazar

TMU Transformer System Using BERT for Re-ranking at BEA 2019
Transfe! y,qn

Grammatical Error Correction on Restricted Track
Incorporating medical knowledge in BERT for clinical relation extraction

machi

wn

Arpita Roy and Shimei Pan
Department of Information Systems
University of Maryland, Baltimore County

Maryland, USA
{arpita2, shimei} @umbc.edu



Background:Pre-trained Language Models

* Pre-trained Language Models (PLMs)/ TREII#REE S R
* PLMs are every where
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(a) The number of publications on “language models” and thei
citations in recent years.

Han, Xu, et al. "Pre-trained models: Past, present and future." Al Open 2 (2021): 225-250.



Background:Pre-trained Language Models

* PLMs has shown great success on a variety of benchmark datasets in
NLP

* The next goal is to make PLMs fit in real-life use case
 How unrealistic is PLMs nowadays?
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The Problems of PLMs

* Problem 1: Data scarcity in downstream tasks

* A large amount of labeled data is not easy to obtain for each

downstream task

E
% %
N\
N\ N\ A
%
MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE

392k 363k 108k 67k 8.5k 5.7k 3.5k 2.5k

Pre-trained Language Model
(Fine-tuning)
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The Problems of PLMs

* Problem 2: The PLM is too big, and they are still getting bigger
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(b) The model size and data size applied by recent NLP PTMs.

Han, Xu, et al. "Pre-trained models: Past, present and future." Al Open 2 (2021): 225-250.
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The Problems of PLMs

* Problem 2: The PLM is too big
* Need a copy for each downstream task

Fine-tuned Model
for Task A

110M

BERT
(a PLM) Fine-tuned Model
110M
110M parameters for Task C

Fine-tuned Model 110M

for Task D

34



The Problems of PLMs

* Problem 2: The PLM is too big

* Inference takes too long
* Consume too much space
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* The Solutions of Those Problems
e Labeled Data Scarcity — Data-Efficient Fine-tuning
 PLMs Are Gigantic — Reducing the Number of Parameters
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The Problems of PLMs

* Problem 1: Data scarcity in downstream tasks

* A large amount of labeled data is not easy to obtain for each
downstream task

Pre-trained Language Model
(Fine-tuning)

MNLI-(m/mm) QQP QNLI SST2 CoLA STS-B MRPC RTE
392k 363k 108k 67k 8.5k 5.7k 35k 2.5k
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* The Solutions of Those Problems

e Labeled Data Scarcity — Data-Efficient Fine-tuning
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 PLMs Are Gigantic — Reducing the Number of Parameters
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[CLS] Jack likes dog. [SEP] Jack loves ice cream. [SEP] >>>\
neutral

[CLS] The spring break is coming soon. [SEP] The spring
break was over. [SEP] >>> contradiction

[CLS] | am going to have dinner. [SEP] | am going to eat
something. [SEP] >>> entailment

[CLS] Mary likes pie. [SEP] Mary hates pie. [SEP] >>> ? /
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Natural language inference
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[CLS] The spring break is coming soon. [SEP] The spring
break was over. [SEP] >>> contradiction

[CLS] | am going to have dinner. [SEP] | am going to eat
something. [SEP] >>> entailment

[CLS] Mary likes pie. [SEP] Mary hates pie. [SEP] >>> ?

v

V

Natural language inference
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Data-Efficient Fine-tuning: Prompt Tuning

[CLS] The spring break is coming soon. Is it true that the
spring break was over? >>> no

[CLS] | am going to have dinner. Is it true that | am going
to eat something? >>> yes

[CLS] Mary likes pie. Is it true that Mary hates pie. [SEP]

>>> 7 /

L/
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Natural language inference
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Data-Efficient Fine-tuning: Prompt Tuning

* By converting the data points in the dataset into natural language
prompts, the model may be easier to know what it should do

/'[CLS] The spring break is coming sooh /'[CLS] The spring break is coming soo)

[SEP] The spring break was over. [SEP] >>> Is it true that the spring break was
contradiction over? >>>no

* [CLS] I am going to have dinner. [SEP] | am  [CLS] I am going to have dinner. Is it
going to eat something. [SEP] >>> true that | am going to eat something?
entailment >>> yes

* [CLS] Mary likes pie. [SEP] Mary hates pie.  [CLS] Mary likes pie. Is it true that

[SEP] >>> 7 / Mary hates pie. [SEP] >>> 7 /




Data-Efficient Fine-tuning: Prompt Tuning

* Format the downstream task as a language modelling task with pre-
defined templates into natural language prompts
prompt

UK4) /prompt/ uUS<4) /pra:mpt/

prompt noun [C] (COMPUTER)
+ 2

a sign on a computer screen that shows that the computer is ready to receive your
instructions

(BlaES L) B |(EREREEERFIERER)

prompt noun [C] (ACTOR'S HELP)
+ ¢

words that are spoken to an actor who has forgotten what he or she is going to say
during the performance of a play

(422 BRY) 1857 > 1B H

+
iii

https://dictionary.cambridge.org/zht/%E8%A9%9IE%ES5%85%B8/%E8%8B%B1%ES%AA%IE-%E6%BCHA2%ES%AAY%IE-
%E7%B9%81%E9%AB%94/prompt
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Data-Efficient Fine-tuning: Prompt Tuning

* What you need in prompt tuning
1. A prompt template

. :
2. APLM <>°oo P@& A /oj/ 2 /))9/,
3. Averbalizer 4 T 6@
Premise Mary likes pie. LM Head
Hypothesis = Mary hates pie. BERT
Label 2 (a PLM)
Y "label" : [
: "entailment" T
: "neutral" Prompt
. "contradiction" i ? i
tradict template: Premise =~ ? [MASK], Hypothesis




Data-Efficient Fine-tuning: Prompt Tuning

* What you need in prompt tuning

1. A prompt template: convert data points into a natural language prompt

Premise Mary likes pie
i > ‘ Mary likes pie  ? [MASK], Mary hates pie
Hypothesis  Mary hates pie
Label 2
¥ "label" : [

® : "entailment"

Prompt - _ STTCT, - o
template remise 2| ], ypOthesis

1 : "neutral"

2 : "contradiction"

]

Schick, Timo, and Hinrich Schiitze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language

Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational 45
Linguistics: Main Volume. 2021.



Data-Efficient Fine-tuning: Prompt Tuning

* What you need in prompt tuning
2. A PLM: perform language modeling

S0, 7o Yy O %0

S
g7
(o4 T 6@
LM Head
BERT
(a PLM)

]

Prompt

, 5 .
template: Premise ? [MASK], Hypothesis




Data-Efficient Fine-tuning

* What you need in prompt
tuning

: Prompt Tuning

3. A verbalizer: A mapping 0O 1 2
between the label and the 1
vocabulary
* Which vocabulary should Softmax
represents the class “entailment”
¥ "label" : [
O : "entailment" yes
1 : "neutral" # maybe . /
2 : "contradiction” no .
]
So. . %, 0, T
Xy /5 O S
OO’ % /,é
Schick, Timo, and Hinrich Schiitze. "Exploiting Cloze-Questions for Few-Shot Text Classificatiors  Jd Natural Language Q

Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational

Linguistics: Main Volume. 2021.



Data-Efficient Fine-tuning: Prompt Tuning

* Prompt tuning
* The whole PLM will be fine-tuned

Premise Mary likes pie.
Hypothesis = Mary hates pie.
Label 2

¥ "label" : [

: "entailment"

: "neutral”
Prompt

: "contradiction"

LM Head

BERT
(a PLM)

1

template:

Premise

? [MASK], Hypothesis




Data-Efficient Fine-tuning: Prompt Tuning

* Prompt tuning * Standard fine-tuning
Classifier
Head
LM Head T
BERT BERT
(a PLM) (a PLM)
Premise ? [MASK], Hypothesis Premise [SEP] Hypothesis

* | omit the [CLS] at the beginning and the [SEP] at the end



Data-Efficient Fine-tuning: Prompt Tuning

* Prompt tuning has better performance under data scarcity because
* It incorporates human knowledge
* |t introduces no new parameters

BoolQ ,

0.85 LT ?

0.80 E
| D
. o
2 0.75 R
2 ™~ Standard Fine-tuni 5
3 -tuning {_g
0.70 « classifier run (5

prompting advantage
0.65 prompting run
region of comparison

0 2000 4000 6000 8000
training points
Le Scao, Teven, and Alexander M. Rush. "How many data points is a prompt worth?." Proceedings of the 2021

Conference of the North American Chapter of the Association for Computational Linguistics: Human Language
Technologies. 2021.
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Data-Efficient Fine-tuning: Prompt Tuning

Lets see how prompts can help us under different level of data scarcity

* [CLS] The spring break is coming soon. Is it true that the
spring break was over? >>> no
e [CLS] | am going to have dinner. Is it true that | am going

to eat something? >>> yes
e [CLS] Mary likes pie. Is it true that Mary hates pie. [SEP]

K>>>? /
[— P
&
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* The Problems of PLMs
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e Labeled Data Scarcity — Data-Efficient Fine-tuning
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Data-Efficient Fine-tuning: Few-shot Learning

* Few-shot learning: We have some labeled training data
« "Some” ~ 10 445

A
. — Pre-trained Language Model

Labeled Training data
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Data-Efficient Fine-tuning: Few-shot Learning

* Good news: GPT-3 can be used for few-shot setting
* Bad news: GPT-3 is not freely available and contains 175B parameters

Few-shot

In addition to the task description, the model sees a few
examples of the task.|No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

Brown, Tom, et al. "Language models are few-shot learners." Advances in neural information processing systems 33 54
(2020): 1877-1901.



Data-Efficient Fine-tuning: Few-shot Learning

e Can we use smaller(?) PLMs and make them to perform well in few-
shot learning?

* LM-BFF: better few-shot fine-tuning of language models

! Alternatively, language models’ best friends forever.

 Core concept:|prompt +|demonstration

MLM great (label:positive)
head (lIabel:negative) |/

Label mapping M (Y

[ [CLS] No reason to watch | It was [MASK]_.

F——— Input it Template —

Gao, Tianyu, Adam Fisch, and Danqgi Chen. "Making Pre-trained Language Models Better Few-shot
Learners." Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th 55
International Joint Conference on Natural Language Processing (Volume 1: Long Papers). 2021.
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Data-Efficient Fine-tuning: Few-shot Learning

* LM-BFF

* Prompt tuning: No new parameters are introduced during fine-tuning
e Automatic template searching

MNLI MNLI-mm SNLI QNLI RTE MRPC QQP STS-B
(acc) (acc) (acc) (acc) (acc) (F1) (F1) (Pear.)
Majority 32.7 33.0 33.8 49.5 52.7 81.2 0.0 -
Prompt-based zero-shot? 50.8 51.7 49.5 50.8 51.3 61.9 49.7 -3.2
Fine-tuning 458 (64) 47.8(6.8) 484(4.8) 60.2(6.5) 544(3.9) 76.6(2.5) 60.7(4.3) 53.5(8.5)
Prompt-based FT (man) 68.3(23) 70.5(1.9) 77.2(3.7) 645(4.2) 69.1(3.6) 745(5.3) 655(5.3) 71.0(7.0)
+ demonstrations 70.7 (1.3) 72.0(1.2) 79.7(1.5) 69.2(1.9) 68.7(2.3) 77.8(20) 698(1.8) 73.5(5.1)
Prompt-based FT (auto) 68.3(2.5 70.12.6) 77.1(2.1) 683(7.4) 7392.2) 762(2.3) 67.0(3.0) 75.0(3.3)
+ demonstrations 70.0(3.6) 72.0(3.1) 77.5(3.5) 685(54) 71.1(5.3) 78.1(34) 67.7(58) 76.4(6.2)
Fine-tuning (full)f 89.8 89.5 92.6 93.3 80.9 91.4 81.7 91.9

Gao, Tianyu, Adam Fisch,

and Dangi Chen.

"Making Pre-trained Language Models Better Few-shot

Learners." Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th

International Joint Conference on Natural Language Processing (Volume 1: Long Papers). 2021.
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Data-Efficient Fine-tuning: Semi-supervised Learning

* Semi-Supervised learning: We have some labeled training data and a
large amount of unlabeled data

— Pre-trained Language Model
k
Labeled data

Unlabeled data
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Data-Efficient Fine-tuning: Semi-supervised Learning

* Semi-Supervised learning: We have some labeled training data and a
large amount of unlabeled data

It’s Not Just Size That Matters:
Small Language Models Are Also‘ Few-Shot|Learners

Timo Schick!? and Hinrich Schiitze!

1 Center for Information and Language Processing, LMU Munich, Germany
2 Sulzer GmbH, Munich, Germany

timo.schick@sulzer.de

Schick, Timo, and Hinrich Schitze. "It's Not Just Size That Matters: Small Language Models Are Also Few-Shot
Learners." Proceedings of the 2021 Conference of the North American Chapter of the Association for Computational 59
Linguistics: Human Language Technologies. 2021.



Data-Efficient Fine-tuning: Semi-supervised Learning

 Pattern-Exploiting Training (PET)

e Step 1: Use different prompts and verbalizer to prompt-tune different PLMs
on the labeled dataset

Premise ? [MASK], Hypothesis - Prompt -
ves Tune
+ BERT ' BERT

maybe
no
“Premise “ ? [MASK]. “ Hypothesis “ Prompt
LM Head
Tune
true + #
inconclusive BERT BERT
false
Schick, Timo, and Hinrich Schiitze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational 60

Linguistics: Main Volume. 2021.



Data-Efficient Fine-tuning: Semi-supervised Learning

 Pattern-Exploiting Training (PET)

e Step 2: Predict the unlabeled dataset and combine the predictions from
different models

: . :
Premise ?[MASK], Hypothesis - Predictl I I

3-_#_:3 b BERT )
S = . maybe
3:’5 y o 1 2
“Premise “ ? [MASK] “ Hypothesis “ LM Head : 0o 1 2
X Predict
= true # u -
- O 1 2
false
Schick, Timo, and Hinrich Schiitze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational 61

Linguistics: Main Volume. 2021.



Data-Efficient Fine-tuning: Semi-supervised Learning

 Pattern-Exploiting Training (PET)
» Step 3: Use a PLM with classifier head to train on the soft-labeled data set

Classifier
Head
BERT
> + l I * (a PLM)
2 t
(Orlgmally) Ground truth soft . .
Unlabeled data label Premise [SEP] Hypothesis

Schick, Timo, and Hinrich Schiitze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational 62
Linguistics: Main Volume. 2021.
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* The Problems of PLMs

* The Solutions of Those Problems

e Labeled Data Scarcity — Data-Efficient Fine-tuning
e Zero-shot Learning
 PLMs Are Gigantic — Reducing the Number of Parameters
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Data-Efficient Fine-tuning(?): Zero-shot

e Zero-shot inference: inference on the downstream task without any
training data

* If you don’t have training data, then we need a model that can zero-
shot inference on downstream tasks

Pre-trained Language Model

Training data 64



Data-Efficient Fine-tuning(?): Zero-shot

* GPT-3 shows that zero-shot (with task description) is possible
* Only if your model is large enough

- Aggregate Performance Across Benchmarks

Few Shot
—e— One Shot
80 —e— Zero Shot

Zero-shot

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

60

Accuracy

Translate English to French: task description

cheese => prompt

0 —
0.1B 04B 08B 1.3B 2.6B 6.7B 13B 175B
Parameters in LM (Billions)

Brown, Tom, et al. "Language models are few-shot learners." Advances in neural information processing systems 33

65
(2020): 1877-1901.



Data-Efficient Fine-tuning(?): Zero-shot

* Where does this zero-shot ability spring from?

* Hypothesis: during pre-training, the training datasets implicitly contains a
mixture of different tasks

° QA
Q: | got 4 papers. Should | expect this load in the future?

A: The average monthly load for reviewers should be much closer to 2, but in certain periods (close to

large conferences), it's possible that the load is higher.
* Summarization

Finetuned Language Models are Zero-Shot Learners =

Jason Wei, Maarten Bosma, Vincent Zhao, Kelvin Guu, Adams Wei Yu, Brian Lester, Nan Du, Andrew M. Dai, Quoc V Le
29 Sept 2021 (modified: 10 Feb 2022) ICLR 2022 Oral  Readers: @ Everyone  Show Bibtex  Show Revisions
Keywords: natural language processing, zero-shot learning, language models

Abstract: This paper explores a simple method for improving the zero-shot learning abilities of language models. We show that instruction tuning—finetuning language models on a collection of
datasets described via instructions—substantially improves zero-shot performance on unseen tasks. We take a 137B parameter pretrained language model and instruction tune it on over 60 NLP
datasets verbalized via natural language instruction templates. We evaluate this instruction-tuned model, which we call FLAN, on unseen task types. FLAN substantially improves the performance of its
unmodified counterpart and surpasses zero-shot 175B GPT-3 on 20 of 25 datasets that we evaluate. FLAN even outperforms few-shot GPT-3 by a large margin on ANLI, RTE, BoolQ, AI2-ARC, OpenbookQA,
and StoryCloze. Ablation studies reveal that number of finetuning datasets, model scale, and natural language instructions are key to the success of instruction tuning.

One-sentence Summary:

"Instruction tuning", which finetunes language models on a collection of tasks described via instructions, substantially boosts zero-shot performance on unseen tasks.

Wei, Jason, et al. "Finetuned Language Models Are Zero-Shot Learners." (2021). 66



Data-Efficient Fine-tuning(?): Zero-shot

* Hypothesis: multi-task training enables zero-shot generalization
* Why not train a model with multi-task learning on a bunch of dataset?

Summarization

The picture appeared on the wall of a
Poundland store on Whymark Avenue [...] How
would you rephrase that in a few words?

Graffiti artist Banksy
is believed to be
behind [...]

Sentiment Analysis

Review: We came here on a Saturday night

- and luckily it wasn't as packed as I
MUItI taSk thought it would be [...] On a scale of 1
fine-tuning

to 5, I would give this a

Question Answering

I know that the answer to “What team did
the Panthers defeat?” is in “The Panthers
finished the regular season [...]". Can
you tell me what it is?

Multi-task training

Zero-shot generalization

Ze ro-S h Ot Natural Language Inference

Suppose “The banker contacted the professors

Genera||zat|on [ and the athlete”. Can we infer that "The

banker contacted the professors"?

Sanh, Victor, et al. "Multitask Prompted Training Enables Zero-Shot Task Generalization." The Tenth International

67
Conference on Learning Representations. 2022.



Data-Efficient Fine-tuning(?): Zero-shot

v "label" : [

® : "entailment"

* Multi-task fine-tuning using a PLM

. 1 : "neutral”
* Convert the task into a natural language prompts

2 : "contradiction"
 Example: Natural Language Inference ]
hypothesis label
NLI Conceptually cream skimming has two basic Product and geography are what make cream skimming 1
dataset dimensions - product and geography. work.
I]{premise}ﬂ Based on the previous passage, 1s 1t true that
"{{hypothesis}}"? Yes, no, or maybe?
Nat | {{premise}}} Based on that information, is the claim: '"{{hypothesis}}"'
atura rue , {{"false"}}, or {{"inconclusive"}}?
language
prompt Given that |{ {premise} }|Does it follow that {{hypothesis}} Yes, no, or
maybe?

—
Sanh, Victor, et al. "Multitask Prompted Training Enables Zero-Shot Task Generalization." The Tenth International

68
Conference on Learning Representations. 2022.



Data-Efficient Fine-tuning(?): Zero-shot

* Fine-tuning with some types
of tasks and zero-shot
inference on other types of
tasks

Sanh, Victor, et al. "Multitask Prompted Training Enables Zero-Shot Task Generalization.

Conference on Learning Representations. 2022.

e N ( ) \ ( N
Multiple-Choice QA Closed-Book QA Structure-To-Text Sentence Completion BIG-Bench
Sl Hotpot QA Common Gen COPA Code Description
DREAM Wiki QA Wiki Bio HellaSwag Conceptual
QuAIL N / g
s N N Story Cloze Hindu Knowledge
QuaRTz Sentiment Summarization - ~
: : ( h Known Unknowns
Social IQA Amazon CNN Daily Mail Natural Language
Inference Language ID
WiQA App Reviews Gigaword
ANLI A
Logic Grid
Cosmos QA IMDB MultiNews CB
Logical Deduction
it Rotten Tomatoes SamSum RTE
QuaRel \ ) Misconceptions
Yelp XSum P N —
SciQ N / / Coreference Movie Dialog
i ( A A Resolution
Wiki Hop Topic Classification Paraphrase Novel Concepts
q ) Identification WSC
Strategy QA
( , ) AGNews MRPC Winogrande &
Extractive QA L :
DBPedia PAWS Syllogisms
Adversarial QA (
TREC QQP Word Sense Vitamin C
Quoref Disambiguation
~ 4 g Winowh
ROPES wic :
. J
DuoRC
- J
" The Tenth International 69




Data-Efficient Fine-tuning(?): Zero-shot

* Sometimes achieves performance better than GPT-3
parameters) with only 11B parameters

Natural Language Inference

RTE CB ANLIR1 ANLI R2 ANLI R3
50 50 50
80 ! 80 ] ] o
40 40 @ -
60 60 @ @
‘ 230 = 30 . 30 Y
40 40 '
20 20 20
20 20 10 10 10
0 0 0 0 0
Coreference Resolution Sentence Completion Word Sense
WSC Winogrande COPA StoryCloze HellaSwag WiC
80 80 80
100 ' 100 PRIy
60 ! ’ 60 @ 20 80 80 60 .
@
o s 60 60 60 e
40 PY 40 ° 40
40 40 40
20 20 e - 20
20 20 20
0 0 0 0 0 0

GPT-3 (6.7B) GPT-3 (13B) GPT-3 (175B) T5+LM (11B) TO (11B)

Sanh, Victor, et al. "Multitask Prompted Training Enables Zero-Shot Task Generalization." The Tenth International

Conference on Learning Representations. 2022.

(175B
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Data-Efficient Fine-tuning: Summary

* Use natural language prompts and add scenario-specific designs

* [CLS] The spring break is coming soon. Is it true that the
spring break was over? >>> no
e [CLS] | am going to have dinner. Is it true that | am going

to eat something? >>> yes
e [CLS] Mary likes pie. Is it true that Mary hates pie. [SEP]

K>>>? /
[— P
&

72
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The Problems of PLMs

* Problem 2: The PLM is too big
* Need a copy for each downstream task

Fine-tuned Model
for Task A

110M

BERT
(a PLM) Fine-tuned Model
110M
110M parameters for Task C

Fine-tuned Model 110M

for Task D

74



The Problems of PLMs

* Problem 2: The PLM is too big

* Inference takes too long
* Consume too much space

[CLS]
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Reducing the Number of Parameters

* Problem: PLM is too large (in terms of numbers of parameters, model
size, and the storage needed to store the model)

 Solution: Reduce the number of parameters
* Smaller pre-trained model?



Reducing the Number of Parameters

* Pre-train a large model, but use a smaller model for the downstream
tasks

DistillBERT 66M
Distillation (for downstream task)
BERT-base

(a PLM)

BERT-base 70%
(Pruned for downstream task) sparsity
Pruning
110M

Sanh, Victor, et al. "DistilBERT, a distilled version of BERT: smaller, faster, cheaper an

arXiv:1910.01108 (VAVAR-J B

Lai, Cheng-I. Jeff, et al. "Parp: Prune, adjust and re-prune for self-supervised speech recognition." Advances in Neural 77
Information Processing Systems 34 (2021)



Reducing the Number of Parameters

* Share the parameters among the transformer layers

Transformer Layer 12

Transformer Layer 2

Transformer Layer 1

Embedding Layer

BERT:110M parameters

Transformer Layer 12

Transformer Layer 2

Transformer Layer 1

Embedding Layer

ALBERT:12M parameters
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Parameter-Efficient Fine-tuning

* Use a small amount of parameters for each downstream task

BERT

110M parameters

BERT

BERT

BERT

BERT

-

3

-
+|

Task-specific para-
meters for task A

Task-specific para-
meters for task B

Task-specific para-
meters for task C

Task-specific para-
meters for task D



Parameter-Efficient Fine-tuning

* Use a small amount of parameters for each downstream task

Task-specific para-
meters for task A

Task-specific para-
meters for task B

BERT . BERT +

Task-specific para-

110M parameters meters for task C

Task-specific para-
meters for task D



Parameter-Efficient Fine-tuning

* What is standard fine-tuning really doing?

* Modify the hidden representations (h) of the PLM such that it can perform
well on downstream task

Before Fine-tuning

|
?3

N JoAeq JowJojsued)
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Parameter-Efficient Fine-tuning

* What is standard fine-tuning really doing?

* Modify the hidden representations (h) of the PLM such that it can perform
well on downstream task

hl
After Fine-tuning
[CLS] — -1 — IS e - _ Classifier #}34
JuL 0 = O Head —
>~ 2 -3~ z "4~z 2 -
® o o o
3 Q - 3 — = =
s - & X3~ s C3-5 .3 -3
. > D (g)
™ — 0Q — —_ S — - - =,
i - 1] 5 —1] 5 & —1]
s - 3 43— 3% ~-J-3 2 -
© = N 2



Parameter-Efficient Fine-tuning

* Fine-tuning = modifying the hidden representation based on a PLM
Before Fine-tuning After Fine-tuning

L jagag

100000 ——00000;-~
LT

h:hidden representation = h+ Ah
calculated by the original PLM h' .hldden representation

He, Junxian, et al. "Towards a unified view of parameter-efficient transfer learning." arXiv CaICUIatEd by the flnE'tunEd mOdeI
preprint arXiv:2110.04366 (2021).
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Parameter-Efficient Fine-tuning: Adapter

e Use special submodules to modify hidden representations!
Before Fine-tuning After Fine-tuning

L jagag

SI0000 ===00000; -+~
Gl 10000

h:hidden representation = h+ Ah
calculated by the original PLM h' .hldden representation

He, Junxian, et al. "Towards a unified view of parameter-efficient transfer learning." arXiv CaICUIatEd by the flnE'tunEd mOdeI
preprint arXiv:2110.04366 (2021).




Parameter-Efficient Fine-tuning: Adapter
* Adapters: small trainable submodules inserted in transformers

a Transformer Layer

t
Layer Norm

+ <

Feed-forward
4

Layer Norm

+ )

Multi-headed
attention

t
Layer Norm

@

Adapter
|

Feed-forward
4

|
Layer Norm

é:i

Adapter

|
Multi-headed
attention




Parameter-Efficient Fine-tuning: Adapter

* Adapters

Inside of the
transformer
layer, only
adapters are
updated

/

t
Layer Norm

G

Adapter
|

Feed-forward
4

I
Layer Norm

$:

Adapter

I
Multi-headed
atte?tion

Adapter +

Feed-forward
up-project

Nonlinearity

E—

Feed-forward
down-project

|

hidden
represen-

) e—




Parameter-Efficient Fine-tuning: Adapter

 Adapters: During fine-tuning, only update the adpaters and the
classifier head

t

Classifier Adapter @:
Head

Feed-forward
up-project
I
Transformer Layer 2 w/ adapter Nonlinearity

Feed-forward
down-project

|

Transformer Layer 12 w/ adapter

Transformer Layer 1 w/ adapter

Embedding Layer




Parameter-Efficient Fine-tuning: Adapter

* Adapters: All downstream tasks share the PLM; the adapters in each
layer and the classifier heads are the task-specific modules

t

Classifier Adapter @:
Head

Feed-forward
up-project
I
Transformer Layer 2 w/ adapter Nonlinearity

Feed-forward
down-project

|

Transformer Layer 12 w/ adapter

Transformer Layer 1 w/ adapter

Embedding Layer
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Parameter-Efficient Fine-tuning: LoRA

e Use special submodules to modify hidden representations!

Before Fine-tuning After Fine-tuning

]| ——

10000 =—00001
iy i

= h + Ah

He, Junxian, et al. "Towards a unified view of parameter-efficient transfer learning." arXiv preprint
arXiv:2110.04366 (2021).
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Parameter-Efficient Fine-tuning: LoRA
* LoRA: Low-Rank Adaptation of Large Language Models

t
Layer Norm

@:

Feed-forward

%
I

Layer Norm

C-I"D:

Multi-headed
attention

t

LoRA

t
Layer Norm

o

Feed-forward

4

I
Layer Norm

C-I“D:

Multi-headed
attention

t




Parameter-Efficient Fine-tuning: LoRA

* LoRA

Feed-forward

4
I

Feed-forward
down-project
|

Nonlinearity
|

Feed-forward
up-project

4
|

-

$:

Feed-forward
down-project

Nonlinearity

@:

Feed-forward
up-project




Parameter-Efficient Fine-tuning: LoRA

* LoRA h' = h+ Ah

I <

) I:;:I Ah
h |:':| deby

drpyw L
Feed-forward ¢
up-project
a
dmodel dmodel

—— 1 |




Parameter-Efficient Fine-tuning: LoRA

* LoRA: All downstream tasks share the PLM; the LoRA in each layer
and the classifier heads are the task-specific modules

Classifier
+ )« I
Head

Feed-forward |
down-project

Transformer Layer 2 w/ LoRA Nonlinearity

Transformer Layer 12 w/ LoRA

Transformer Layer 1 w/ LoRA é)’ |

Feed-forward
up-project

T
|

Embedding Layer
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Parameter-Efficient Fine-tuning: Prefix Tuning

e Use special submodules to modify hidden representations!

Before Fine-tuning After Fine-tuning

L e OO0OUG

10000 —— 100101
iy i

= h + Ah

He, Junxian, et al. "Towards a unified view of parameter-efficient transfer learning." arXiv preprint
arXiv:2110.04366 (2021).
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Parameter-Efficient Fine-tuning: Prefix Tuning

* What is prefix
prefix

noun [C ]

UK /'priifiks/ usS4) /'pri.fiks/

prefix noun [C] (GRAMMAR)

Guide word: helps you find the right meaning + .
= 3

when a word has more than one meaning

(B2 JWAN)Nel=

a letter or group of letters added to the
beginning of a word to make a new word

RU%R

« IERE R A RIERIR Y

https://dictionary.cambridge.org/zht/%E8%A9%9E%E5%85%B8/%E8%8B%B1%ES%AA%IE-%E6%BCHA2%ES%AA%IE-

. 100
%E7%B9%81%E9%AB%94/prefix



Parameter-Efficient Fine-tuning: Prefix Tuning

* Prefix Tuning: Insert trainable prefix in each layer

O O O
Bos] -~ -3~ L ~-C- 5 | —
2~ 2 -3~ z "E=3-z 2 —
3 - & - El- B B-
3 s "3~ 3 "E3@~3 .. 3 I
5 - &~ [ - o -
7y & 0 & &
<
e - 3 -3~ 2 ~C3-8 2 - I
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!

x1I Parameter-Efficient Fine-tuning
T T [ [ |
a1~ @ X1, — @ aq 3 "’@ @ &1»5—®

Softmax|
Standard a1,1 al 2 Cll 3 1.4 a1,5
Self-Attention zﬁ‘ < A’

91 ki vy q; k, v, qs3 q4 k4 Vy CI5 ks vs

X, X5 X3 X4 X5

k; v;



h' = h+ Ah lel Parameter-Efficient Fine-tuning: Prefix Tuning
Ah A h

“Lﬁ?@ “1,1'9‘2’® *1,p; X117 @ @12 = @ a3 '*@ @ *1,5 —’®
Softmhx
A1, X1p,| A1p, 1,1 a1 2 ay, 3 1,4 051,5
¢ f\ A'
Z% \

5 Us

kﬂplvpﬁzvpzﬁgvpgﬁﬂliﬁzﬁiﬁ ﬁﬁiﬁ”l
f f Prefix

X1 X2 X3 X4 X5

k; v;



Parameter-Efficient Fine-tuning: Prefix Tuning

* Prefix Tuning: Only the prefix (key and value) are updated during fine-
tuning

kyp, vy, kp,Vp, Kp, Vp,

Prefix in Transformer Layer 12

Prefix in Transformer Layer 2

layer 2 |_| I u l |_| I Transformer Layer 1

Prefix in

layer 1 SEC QRS ERE Embedding Layer

Li, Xiang Lisa, and Percy Liang. "Prefix-Tuning: Optimizing Continuous Prompts for Generation." Proceedings of the 59th
Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural 104
Language Processing (Volume 1: Long Papers). 2021.
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Parameter-Efficient Fine-tuning: Soft Prompting

* Soft Prompting
* Prepend the prefix embedding at the input layer
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Parameter-Efficient Fine-tuning: Soft Prompting

* Soft Prompting can be considered as the soften version of prompting

e (Hard) prompting: add words in the input sentence (fine-tune the model
while fixing the prompts)

01
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Parameter-Efficient Fine-tuning

* Soft Prompts: vectors (can be initialized from some word embeddings)

Iji

* Hard Prompts: words (that are originally in the vocabulary)

prompt

Lester, Brian, Rami Al-Rfou, and Noah Constant. "The Power of Scale for Parameter-Efficient Prompt

108
Tuning." Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing. 2021.



Parameter-Efficient Fine-tuning

e Benefit 1: Drastically decreases the task-specific parameters

r
I
I

Adapter LoRA Prefix Tuning Soft Prompt
Task-specif
pziar:\ﬁ;lrs:: O(dmoger”L) O(dmoderrL) O(dmogenL) O(dmoder™)
Percent Trainable <5% <0.1% <0.1% <0.05%
<-I.’D: @ n Prefix Iength n:Prefix length
i r pl vp pnvpn |
lllustration ,' , ” I ” I ”” D
Nonlinearity
|
r

*not including the classifier head
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Parameter-Efficient Fine-tuning

* Benefit 2: Less easier to overfit on training data; better out-of-domain

performance

Dataset Domain Model Soft Prompt A

In-domain
dataset SQuAD Wiki 949 £0.2 948+0.1 —0.1
TextbookQA  Book 543 +3.7 668 £2.9 +12.5
BioASQ Bio 779 +£04 79.1 £0.3 +1.2
RACE Exam 59.8 0.6 60.7 0.5 +0.9
OOD test RE Wiki 88.44+0.1 88.8+02 +04
dataset DuoRC Movie 68.9 0.7 67.7 1.1 —1.2
DROP Wiki 689 +1.7 67.1 £1.9 —1.8

110



Parameter-Efficient Fine-tuning

* Benefit 3: Fewer parameters to fine-tune; a good candidate when

training with small dataset

low-resource high-resource
Model CHEMPROT ACL-ARC SCIERC HYP RCT AGNEWS HELPFUL. IMDB
(4169) (1688) (3219)  (515) (180k)  (115k) (115k) (20k)
RoBa.-ftt 81 .91 0 63058 77.31‘9 86609 87.2()_1 93.90.2 65. 13.4 95.00.2
RoBa.-ft* 81 -70,8 65.03_6 78.5 1.8 88.93.3 87.0().1 93.70.2 69.10‘5 95.20_1
RoBa.-adaptcr 256 82.9()_(; 67.54_3 80.80_7 90.44_2 87. l()_ 1 93.80_1 69.0()_4 95.7(), 1
He, Ruidan, et al. "On the Effectiveness of Adapter-based Tuning for Pretrained Language Model
111

Adaptation." Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th

International Joint Conference on Natural Language Processing (Volume 1: Long Papers). 2021.
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Early Exit

* Problem 1: The PLM is too big
* Inference takes too long

Classifier N &£
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Early Exit

* Inference using the whole model takes too long
* Simpler data may require lesser effort to obtain the answer
* Reduce the number of layers used during inference
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Classifier 2 &£
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Early Exit
* Add a classifier at each layer

Classifier
Head N

Classifier

Classifier

Head 2

Head 1

A

I A B N |

Transformer Layer N

Transformer Layer 3
[ S R B |
Transformer Layer 2
[ S R B |
Transformer Layer 1
| AR N B
R A AR N
Embedding Layer

Pttt

This movie is crap ..

[CLS] —



Early Exit

* How do we know which classifier to use?

1)41

[Classifier 1 is not f
fident h
conmieent enotis Confidence Classifier Classifier Classifier
predictor Head 1 Head 2 Head N
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Early Exit

e How do we know which classifier to use?
=gy

Jd
ﬁ
Classifier 2 s T
nfident enough! : . >
confident enoug Confidence Classifier Classifier
predictor Head 2 Head N
asi- -3~ L -C3-g -me-
5 - N B s 3
> =~ 3z~ 2 [~ 2 "Bl 2
g% o o o
3 Q. —_ = — = — =
S - g ~[C s C—J— 3 TEEE— 3
i il ~ 1 — —1 —
Q
<< << <<
3 - 3 ~[CCJ—- ¢ —~-J-° ~I- °
© = N w

Xin, Ji, et al. "BERXiT: Early Exiting for BERT with Better fine-tuning and extension to regression." Proceedings of the 16th
conference of the European chapter of the association for computational linguistics: Main Volume. 2021
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Early Exit

* Early exit reduces the inference time while keeping the performance

RTE MRPC SST-2 QNLI QQP MNLI-(m/mm) STS-B
Score Layer Score Layer Score Layer Score Layer Score Layer Score Layer Score Layer
BERT}3, sk
RAW 664 12 88.9 12 935 12 905 12 71.2 12 84.6/834 12 85.8 12
101% —44% 99% —30% 98% —65% 99% —42% 99% —56% 99%/99% —37% 95% —50%
ALT 9% —54% 97% —56% 96% —79% 98% —63% 97% —T75% 97%/97% —5T% 91% —67%

9% —64% 94% —T74% 94% —81% 95% —T71% 93% —84% 93%/92% —T12% 85% —T15%

BERT  arcE
RAW 70.1 24 89.3 24 949 24 927 24 72.1 24 86.7/85.9 24 86.5 24
95% —33% 99% —32% 100% —32% 97% —62% 98% —T74% 99%/99% —36% 97% —39%
ALT 94% —46% 98% —46% 99% —61% 95% —T73% 96% —82% 96%/9T% —57% 90% —62%

8% —62% 94% —T11% 96% —78% 91% —83% 91% —89% 90%/90% —T75% T6% —80%

Xin, Ji, et al. "BERXiT: Early Exiting for BERT with Better fine-tuning and extension to regression." Proceedings of the 16th
conference of the European chapter of the association for computational linguistics: Main Volume. 2021
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Reducing the Number of Parameters: Summary

* Parameter-efficient fine-tuning: Reduce the task-specific parameters
in downstream task

* Early exit: Reduce the models that are involved during inference



Outline

* Background knowledge
e The Problems of PLMs
 The Solutions of Those Problems

* Closing Remarks
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Closing Remarks

* What we address in this lecture
* Making PLM smaller, faster, and more parameter-efficient
* Deploying PLMs when the labeled data in the downstream task is scarce



Data-Efficient Fine-tuning: Prompt Tuning

* Prompt tuning * Standard fine-tuning
Classifier
Head
LM Head T
BERT BERT
(a PLM) (a PLM)
Premise ? [MASK], Hypothesis Premise [SEP] Hypothesis

* | omit the [CLS] at the beginning and the [SEP] at the end



Parameter-Efficient Fine-tuning

e Benefit 1: Drastically decreases the task-specific parameters

r
I
I

Adapter LoRA Prefix Tuning Soft Prompt
Task-specif
pziar:\ﬁ;lrs:: O(dmoger”L) O(dmoderrL) O(dmogenL) O(dmoder™)
Percent Trainable <5% <0.1% <0.1% <0.05%
<-I.’D: @ n Prefix Iength n:Prefix length
i r pl vp pnvpn |
lllustration ,' , ” I ” I ”” D
Nonlinearity
|
r

*not including the classifier head
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Closing Remarks

* What we address in this lecture
* Making PLM smaller, faster, and more parameter-efficient
* Deploying PLMs when the labeled data in the downstream task is scarce

* The problems are not completely solved yet

* The problems we discuss are just a small part of problems of PLMs
* Why does self-supervised pre-training work

Interpretability of the model's prediction

Domain adaptation

Continual learning/lifelong learning

Security and privacy



To Learn More

e AACL-IJCNLP 2022 Tutorial (11.24.2022)
* Recent Advances in Pre-trained Language Models: Why Do They Work and

How Do They Work.
Cheng-Han Chiang Yung-Sung Chuang Hung-yi Lee
National Taiwan University CSAIL, MIT National Taiwan University

dcml0714@gmail.com yungsung@mit .edu hungyilee@ntu.edu.tw
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