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Prerequisites
• 【機器學習2021】自注意力機制
(Self-attention) (上)

• 【機器學習2021】自注意力機制
(Self-attention) (下)
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https://youtu.be/hYdO9CscNes
https://youtu.be/gmsMY5kc-zw


Highly Related Topics
• 【機器學習2021】BERT簡介 • 【機器學習2021】GPT的野望
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https://www.youtube.com/watch?v=gh0hewYkjgo&ab_channel=Hung-yiLee
https://www.youtube.com/watch?v=WY_E0Sd4K80&ab_channel=Hung-yiLee


Highly Related Topics
• 【深度學習於人類語言處理 2020】BERT and its family
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https://youtu.be/1_gRK9EIQpc


Outline
• Background knowledge
• The Problems of PLMs
• The Solutions of Those Problems
• Closing Remarks
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Outline
• Background knowledge
• Pre-trained Language Models

• The Problems of PLMs
• The Solutions of Those Problems
• Closing Remarks
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Background: Pre-trained Language Models
• Neural Language Models: A neural network that defines the
probability over sequences of words
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Background: Pre-trained Language Models
• How are these language models trained?
• Given an incomplete sentence, predict the rest of the sentence

14

Neural Language Model

今天天氣Incomplete sentence

今天天氣真好Complete sentence

真好The rest of the sentence



Background: Pre-trained Language Models
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Background: Pre-trained Language Models
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Autoregressive Language Model
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Background: Pre-trained Language Models
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Autoregressive Language Model
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• Autoregressive Language Models (ALMs): Complete the sentence
given its prefix
• Sentence completion
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Background: Pre-trained Language Models
• Masked Language Models (MLMs): Use the unmasked words to
predict the masked word
• Cloze
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Background: Pre-trained Language Models
• Training a langauge model is self-supervised learning
• Self-supervised learning :Predicting any part of the input from any
other part

19

Autoregressive Language Model

...

好 壞香 語 氣 矮

Vocabulary/字彙集

𝐏 x% x"&) =

今

𝑡 = 1

天

𝑡 = 2

天

𝑡 = 3

氣

𝑡 = 4

真

𝑡 = 5



Background: Pre-trained Language Models
• Transformer-based ALMs: Composed of stacked layers of transformer
layers
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Background: Pre-trained Language Models
• Training a langauge model is self-supervised learning
• Self-supervised learning :Predicting any part of the input from
any other part
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Background: Pre-trained Language Models
• Transformer-based PLMs: Composed of stacked layers of transformer
layers
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Background: Pre-trained Language Models
• Pre-trained Language Models (PLMs)/預訓練語言模型
• Pre-training/預訓練: Using a large corpora to train a neural language model

• Autoregressive pre-trained: GPT系列 (GPT, GPT-2, GPT-3)
• MLM-based pre-trained: BERT系列 (BERT, RoBERTa, ALBERT)

https://zh.wikipedia.org/wiki/%E8%8B%B1%E8%AF%AD%E7%BB%B4%E5%9F%BA%E7%99%BE%E7%A7%91 23
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Background: Pre-trained Language Models
• We believe that after pre-training, the PLM learns some knowledge,
encoded in its hidden representations, that can transfer to
downstream tasks
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Background: Pre-trained Language Models
• Pre-trained Language Models (PLMs)/預訓練語言模型
• (Standard) fine-tuning/微調: Using the pre-trained weights of the PLM to

initialize a model for a downstream task
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Background: Pre-trained Language Models
• Pre-trained Language Models (PLMs)/預訓練語言模型
• (Standard) fine-tuning/微調: Using the pre-trained weights of the PLM to

initialize a model for a downstream task
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Background: Pre-trained Language Models
• Pre-trained Language Models (PLMs)/預訓練語言模型
• Fine-tuning PLMs on downstream tasks achieves exceptional performance on

many kinds of downstream tasks
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Background:Pre-trained Language Models
• Pre-trained Language Models (PLMs)/預訓練語言模型
• PLMs are widely applied to many different scenarios in different realms

https://aclanthology.org/events/acl-2019/#p19-1 28



Background:Pre-trained Language Models
• Pre-trained Language Models (PLMs)/預訓練語言模型
• PLMs are every where

Han, Xu, et al. "Pre-trained models: Past, present and future." AI Open 2 (2021): 225-250. 29



Background:Pre-trained Language Models
• PLMs has shown great success on a variety of benchmark datasets in
NLP
• The next goal is to make PLMs fit in real-life use case
• How unrealistic is PLMs nowadays?
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Outline
• Background knowledge
• The Problems of PLMs
• The Solutions of Those Problems
• Closing Remarks
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The Problems of PLMs
• Problem 1: Data scarcity in downstream tasks
• A large amount of labeled data is not easy to obtain for each
downstream task

32
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The Problems of PLMs
• Problem 2: The PLM is too big, and they are still getting bigger

Han, Xu, et al. "Pre-trained models: Past, present and future." AI Open 2 (2021): 225-250. 33



The Problems of PLMs
• Problem 2: The PLM is too big
• Need a copy for each downstream task
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The Problems of PLMs
• Problem 2: The PLM is too big
• Inference takes too long
• Consume too much space
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Outline
• Background knowledge
• The Problems of PLMs
• The Solutions of Those Problems
• Labeled Data Scarcity → Data-Efficient Fine-tuning
• PLMs Are Gigantic → Reducing the Number of Parameters

• Closing Remarks
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The Problems of PLMs
• Problem 1: Data scarcity in downstream tasks
• A large amount of labeled data is not easy to obtain for each
downstream task
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Outline
• Background knowledge
• The Problems of PLMs
• The Solutions of Those Problems
• Labeled Data Scarcity → Data-Efficient Fine-tuning

• Prompt Tuning
• PLMs Are Gigantic → Reducing the Number of Parameters

• Closing Remarks
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• [CLS] Jack likes dog. [SEP] Jack loves ice cream. [SEP] >>>
neutral

• [CLS] The spring break is coming soon. [SEP] The spring
break was over. [SEP] >>> contradiction

• [CLS] I am going to have dinner. [SEP] I am going to eat
something. [SEP] >>> entailment

• ……
• [CLS] Mary likes pie. [SEP] Mary hates pie. [SEP] >>> ?

contradiction

Natural language inference
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• [CLS] The spring break is coming soon. [SEP] The spring
break was over. [SEP] >>> contradiction

• [CLS] I am going to have dinner. [SEP] I am going to eat
something. [SEP] >>> entailment

• [CLS] Mary likes pie. [SEP] Mary hates pie. [SEP] >>> ?

?????

Natural language inference
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• [CLS] The spring break is coming soon. Is it true that the
spring break was over? >>> no

• [CLS] I am going to have dinner. Is it true that I am going
to eat something? >>> yes

• [CLS] Mary likes pie. Is it true that Mary hates pie. [SEP]
>>> ?

no

Data-Efficient Fine-tuning: Prompt Tuning

Natural language inference



Data-Efficient Fine-tuning: Prompt Tuning
• By converting the data points in the dataset into natural language
prompts, the model may be easier to know what it should do
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• [CLS] The spring break is coming soon.
[SEP] The spring break was over. [SEP] >>>
contradiction

• [CLS] I am going to have dinner. [SEP] I am
going to eat something. [SEP] >>>
entailment

• [CLS] Mary likes pie. [SEP] Mary hates pie.
[SEP] >>> ?

• [CLS] The spring break is coming soon.
Is it true that the spring break was
over? >>> no

• [CLS] I am going to have dinner. Is it
true that I am going to eat something?
>>> yes

• [CLS] Mary likes pie. Is it true that
Mary hates pie. [SEP] >>> ?



Data-Efficient Fine-tuning: Prompt Tuning
• Format the downstream task as a language modelling task with pre-
defined templates into natural language prompts

https://dictionary.cambridge.org/zht/%E8%A9%9E%E5%85%B8/%E8%8B%B1%E8%AA%9E-%E6%BC%A2%E8%AA%9E-
%E7%B9%81%E9%AB%94/prompt
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Data-Efficient Fine-tuning: Prompt Tuning
• What you need in prompt tuning

1. A prompt template
2. A PLM
3. A verbalizer

Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational
Linguistics: Main Volume. 2021.
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Data-Efficient Fine-tuning: Prompt Tuning
• What you need in prompt tuning

1. A prompt template: convert data points into a natural language prompt

Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational
Linguistics: Main Volume. 2021.
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Premise Mary likes pie
Hypothesis Mary hates pie
Label 2

Prompt
template Premise ? [MASK], Hypothesis

Mary likes pie ? [MASK], Mary hates pie



Data-Efficient Fine-tuning: Prompt Tuning
• What you need in prompt tuning

2. A PLM: perform language modeling

Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational
Linguistics: Main Volume. 2021.

46

BERT
(a PLM)

LM Head

Premise ? [MASK], Hypothesis
Prompt

template:

...
good

yes run joy no maybe



Data-Efficient Fine-tuning: Prompt Tuning
• What you need in prompt
tuning

3. A verbalizer: A mapping
between the label and the
vocabulary

• Which vocabulary should
represents the class “entailment”

Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational
Linguistics: Main Volume. 2021.
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Data-Efficient Fine-tuning: Prompt Tuning
• Prompt tuning
• The whole PLM will be fine-tuned

Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational
Linguistics: Main Volume. 2021.
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Data-Efficient Fine-tuning: Prompt Tuning
• Prompt tuning

Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational
Linguistics: Main Volume. 2021.

BERT
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Premise ? [MASK], Hypothesis

LM Head

• Standard fine-tuning
Classifier 

Head 

BERT
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LM Head

* I omit the [CLS] at the beginning and the [SEP] at the end



Data-Efficient Fine-tuning: Prompt Tuning
• Prompt tuning has better performance under data scarcity because
• It incorporates human knowledge
• It introduces no new parameters

Le Scao, Teven, and Alexander M. Rush. "How many data points is a prompt worth?." Proceedings of the 2021
Conference of the North American Chapter of the Association for Computational Linguistics: Human Language
Technologies. 2021.
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Data-Efficient Fine-tuning: Prompt Tuning
Lets see how prompts can help us under different level of data scarcity
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• [CLS] The spring break is coming soon. Is it true that the
spring break was over? >>> no

• [CLS] I am going to have dinner. Is it true that I am going
to eat something? >>> yes

• [CLS] Mary likes pie. Is it true that Mary hates pie. [SEP]
>>> ?

yes



Outline
• Background knowledge
• The Problems of PLMs
• The Solutions of Those Problems
• Labeled Data Scarcity → Data-Efficient Fine-tuning

• Few-shot Learning
• PLMs Are Gigantic → Reducing the Number of Parameters

• Closing Remarks
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Data-Efficient Fine-tuning: Few-shot Learning
• Few-shot learning: We have some labeled training data
• ”Some” ≈ 10幾筆

53

Pre-trained Language Model

Labeled Training data



Data-Efficient Fine-tuning: Few-shot Learning
• Good news: GPT-3 can be used for few-shot setting
• Bad news: GPT-3 is not freely available and contains 175B parameters

Brown, Tom, et al. "Language models are few-shot learners." Advances in neural information processing systems 33
(2020): 1877-1901.
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Data-Efficient Fine-tuning: Few-shot Learning
• Can we use smaller(?) PLMs and make them to perform well in few-
shot learning?
• LM-BFF: better few-shot fine-tuning of languagemodels

• Core concept: prompt + demonstration

Gao, Tianyu, Adam Fisch, and Danqi Chen. "Making Pre-trained Language Models Better Few-shot
Learners." Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th
International Joint Conference on Natural Language Processing (Volume 1: Long Papers). 2021.
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Data-Efficient Fine-tuning: Few-shot Learning
• LM-BFF
• Prompt tuning: No new parameters are introduced during fine-tuning
• Automatic template searching

Gao, Tianyu, Adam Fisch, and Danqi Chen. "Making Pre-trained Language Models Better Few-shot
Learners." Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th
International Joint Conference on Natural Language Processing (Volume 1: Long Papers). 2021.
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Outline
• Background knowledge
• The Problems of PLMs
• The Solutions of Those Problems
• Labeled Data Scarcity → Data-Efficient Fine-tuning

• Semi-supervised Learning
• PLMs Are Gigantic → Reducing the Number of Parameters

• Closing Remarks
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Data-Efficient Fine-tuning: Semi-supervised Learning

• Semi-Supervised learning: We have some labeled training data and a
large amount of unlabeled data

58
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Data-Efficient Fine-tuning: Semi-supervised Learning

• Semi-Supervised learning: We have some labeled training data and a
large amount of unlabeled data

59
Schick, Timo, and Hinrich Schütze. "It’s Not Just Size That Matters: Small Language Models Are Also Few-Shot
Learners." Proceedings of the 2021 Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies. 2021.



Data-Efficient Fine-tuning: Semi-supervised Learning

• Pattern-Exploiting Training (PET)
• Step 1: Use different prompts and verbalizer to prompt-tune different PLMs

on the labeled dataset

Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational
Linguistics: Main Volume. 2021.

60

BERT

LM HeadPremise ? [MASK], Hypothesis

yes

no
maybe

......

BERT

LM Head
true

false
inconclusive

Premise ? [MASK]. Hypothesis ““““

BERT

LM Head

BERT

LM HeadPrompt
Tune

Prompt
Tune



Data-Efficient Fine-tuning: Semi-supervised Learning

• Pattern-Exploiting Training (PET)
• Step 2: Predict the unlabeled dataset and combine the predictions from

different models

Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational
Linguistics: Main Volume. 2021.
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Data-Efficient Fine-tuning: Semi-supervised Learning

• Pattern-Exploiting Training (PET)
• Step 3: Use a PLM with classifier head to train on the soft-labeled data set

Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational
Linguistics: Main Volume. 2021.

62

0 1 2

(Originally)
Unlabeled data

Ground truth soft
label

Classifier 
Head 

BERT
(a PLM)

Premise [SEP] Hypothesis
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Outline
• Background knowledge
• The Problems of PLMs
• The Solutions of Those Problems
• Labeled Data Scarcity → Data-Efficient Fine-tuning

• Zero-shot Learning
• PLMs Are Gigantic → Reducing the Number of Parameters

• Closing Remarks
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Data-Efficient Fine-tuning(?): Zero-shot
• Zero-shot inference: inference on the downstream task without any
training data
• If you don’t have training data, then we need a model that can zero-
shot inference on downstream tasks

64
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Data-Efficient Fine-tuning(?): Zero-shot
• GPT-3 shows that zero-shot (with task description) is possible
• Only if your model is large enough

Brown, Tom, et al. "Language models are few-shot learners." Advances in neural information processing systems 33
(2020): 1877-1901.
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Data-Efficient Fine-tuning(?): Zero-shot
• Where does this zero-shot ability spring from?
• Hypothesis: during pre-training, the training datasets implicitly contains a

mixture of different tasks
• QA

• Summarization

Wei, Jason, et al. "Finetuned Language Models Are Zero-Shot Learners." (2021). 66



Data-Efficient Fine-tuning(?): Zero-shot
• Hypothesis: multi-task training enables zero-shot generalization
• Why not train a model with multi-task learning on a bunch of dataset?

Sanh, Victor, et al. "Multitask Prompted Training Enables Zero-Shot Task Generalization." The Tenth International
Conference on Learning Representations. 2022.
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Natural
language
prompt

Data-Efficient Fine-tuning(?): Zero-shot
• Multi-task fine-tuning using a PLM
• Convert the task into a natural language prompts
• Example: Natural Language Inference

Sanh, Victor, et al. "Multitask Prompted Training Enables Zero-Shot Task Generalization." The Tenth International
Conference on Learning Representations. 2022.
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Data-Efficient Fine-tuning(?): Zero-shot
• Fine-tuning with some types
of tasks and zero-shot
inference on other types of
tasks

Sanh, Victor, et al. "Multitask Prompted Training Enables Zero-Shot Task Generalization." The Tenth International
Conference on Learning Representations. 2022.

69



Data-Efficient Fine-tuning(?): Zero-shot
• Sometimes achieves performance better than GPT-3 (175B
parameters) with only 11B parameters

Sanh, Victor, et al. "Multitask Prompted Training Enables Zero-Shot Task Generalization." The Tenth International
Conference on Learning Representations. 2022.
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Outline
• Background knowledge
• The Problems of PLMs
• The Solutions of Those Problems
• Labeled Data Scarcity → Data-Efficient Fine-tuning

• Summary
• PLMs Are Gigantic → Reducing the Number of Parameters

• Closing Remarks
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Data-Efficient Fine-tuning: Summary
• Use natural language prompts and add scenario-specific designs

72

• [CLS] The spring break is coming soon. Is it true that the
spring break was over? >>> no

• [CLS] I am going to have dinner. Is it true that I am going
to eat something? >>> yes

• [CLS] Mary likes pie. Is it true that Mary hates pie. [SEP]
>>> ?

yes



Outline
• Background knowledge
• The Problems of PLMs
• The Solutions of Those Problems
• Labeled Data Scarcity → Data-Efficient Fine-tuning
• PLMs Are Gigantic → Reducing the Number of Parameters

• Closing Remarks
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The Problems of PLMs
• Problem 2: The PLM is too big
• Need a copy for each downstream task

74
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The Problems of PLMs
• Problem 2: The PLM is too big
• Inference takes too long
• Consume too much space
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Reducing the Number of Parameters
• Problem: PLM is too large (in terms of numbers of parameters, model
size, and the storage needed to store the model)
• Solution: Reduce the number of parameters
• Smaller pre-trained model?
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Reducing the Number of Parameters
• Pre-train a large model, but use a smaller model for the downstream
tasks

Sanh, Victor, et al. "DistilBERT, a distilled version of BERT: smaller, faster, cheaper and lighter." arXiv preprint
arXiv:1910.01108 (2019).
Lai, Cheng-I. Jeff, et al. "Parp: Prune, adjust and re-prune for self-supervised speech recognition." Advances in Neural
Information Processing Systems 34 (2021)

77

BERT-base
(a PLM)

110M

DistillBERT
(for downstream task) 66MDistillation

BERT-base
(Pruned for downstream task)

Pruning

70%
sparsity



Reducing the Number of Parameters
• Share the parameters among the transformer layers

Lan, Zhenzhong, et al. "ALBERT: A Lite BERT for Self-supervised Learning of Language Representations." International
Conference on Learning Representations. 2019.
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Outline
• Background knowledge
• The Problems of PLMs
• The Solutions of Those Problems
• Labeled Data Scarcity → Data-Efficient Fine-tuning
• PLMs Are Gigantic → Reducing the Number of Parameters

• Parameter-Efficient Fine-tuning

• Closing Remarks
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Parameter-Efficient Fine-tuning
• Use a small amount of parameters for each downstream task

81
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Parameter-Efficient Fine-tuning
• Use a small amount of parameters for each downstream task
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Parameter-Efficient Fine-tuning
• What is standard fine-tuning really doing?
• Modify the hidden representations (𝒉) of the PLM such that it can perform

well on downstream task

He, Junxian, et al. "Towards a unified view of parameter-efficient transfer learning." arXiv preprint
arXiv:2110.04366 (2021).
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Parameter-Efficient Fine-tuning
• What is standard fine-tuning really doing?
• Modify the hidden representations (𝒉) of the PLM such that it can perform

well on downstream task

He, Junxian, et al. "Towards a unified view of parameter-efficient transfer learning." arXiv preprint
arXiv:2110.04366 (2021).
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Parameter-Efficient Fine-tuning
• Fine-tuning = modifying the hidden representation based on a PLM

He, Junxian, et al. "Towards a unified view of parameter-efficient transfer learning." arXiv
preprint arXiv:2110.04366 (2021).
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After Fine-tuning
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Parameter-Efficient Fine-tuning: Adapter
• Use special submodules to modify hidden representations!

He, Junxian, et al. "Towards a unified view of parameter-efficient transfer learning." arXiv
preprint arXiv:2110.04366 (2021).
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Parameter-Efficient Fine-tuning: Adapter
• Adapters: small trainable submodules inserted in transformers

Houlsby, Neil, et al. "Parameter-efficient transfer learning for NLP." International Conference on Machine Learning.
PMLR, 2019.
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Parameter-Efficient Fine-tuning: Adapter
• Adapters

Houlsby, Neil, et al. "Parameter-efficient transfer learning for NLP." International Conference on Machine Learning.
PMLR, 2019.
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Parameter-Efficient Fine-tuning: Adapter
• Adapters: During fine-tuning, only update the adpaters and the
classifier head

Houlsby, Neil, et al. "Parameter-efficient transfer learning for NLP." International Conference on Machine Learning.
PMLR, 2019.
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Parameter-Efficient Fine-tuning: Adapter
• Adapters: All downstream tasks share the PLM; the adapters in each
layer and the classifier heads are the task-specific modules

Houlsby, Neil, et al. "Parameter-efficient transfer learning for NLP." International Conference on Machine Learning.
PMLR, 2019.
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Parameter-Efficient Fine-tuning: LoRA
• Use special submodules to modify hidden representations!

He, Junxian, et al. "Towards a unified view of parameter-efficient transfer learning." arXiv preprint
arXiv:2110.04366 (2021).
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Parameter-Efficient Fine-tuning: LoRA
• LoRA: Low-Rank Adaptation of Large Language Models

Hu, Edward J., et al. "Lora: Low-rank adaptation of large language models." arXiv preprint arXiv:2106.09685 (2021). 94
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Parameter-Efficient Fine-tuning: LoRA
• LoRA

Hu, Edward J., et al. "Lora: Low-rank adaptation of large language models." arXiv preprint arXiv:2106.09685 (2021). 95
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Parameter-Efficient Fine-tuning: LoRA
• LoRA

Hu, Edward J., et al. "Lora: Low-rank adaptation of large language models." arXiv preprint arXiv:2106.09685 (2021). 96
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Parameter-Efficient Fine-tuning: LoRA
• LoRA: All downstream tasks share the PLM; the LoRA in each layer
and the classifier heads are the task-specific modules

Hu, Edward J., et al. "Lora: Low-rank adaptation of large language models." arXiv preprint arXiv:2106.09685 (2021). 97
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Parameter-Efficient Fine-tuning: Prefix Tuning
• Use special submodules to modify hidden representations!

He, Junxian, et al. "Towards a unified view of parameter-efficient transfer learning." arXiv preprint
arXiv:2110.04366 (2021).
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Parameter-Efficient Fine-tuning: Prefix Tuning
• What is prefix

•放在某個東西前面的東西

https://dictionary.cambridge.org/zht/%E8%A9%9E%E5%85%B8/%E8%8B%B1%E8%AA%9E-%E6%BC%A2%E8%AA%9E-
%E7%B9%81%E9%AB%94/prefix
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Parameter-Efficient Fine-tuning: Prefix Tuning
• Prefix Tuning: Insert trainable prefix in each layer

Li, Xiang Lisa, and Percy Liang. "Prefix-Tuning: Optimizing Continuous Prompts for Generation." Proceedings of the 59th
Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural
Language Processing (Volume 1: Long Papers). 2021.
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102𝒙# 𝒙! 𝒙$ 𝒙' 𝒙&

𝒒# 𝒌# 𝒗# 𝒒! 𝒒$ 𝒒' 𝒒&𝒌! 𝒌$ 𝒌' 𝒌&𝒗! 𝒗$ 𝒗' 𝒗&

𝛼#,# 𝛼#,! 𝛼#,$ 𝛼#,' 𝛼#,&
Softmax

;𝛼#,# ;𝛼#,! ;𝛼#,$ ;𝛼#,' ;𝛼#,&× × × ×

𝒙′#

+

Parameter-Efficient Fine-tuning
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Prefix

103𝒙# 𝒙! 𝒙$ 𝒙' 𝒙&

𝒒# 𝒒! 𝒒$ 𝒒' 𝒒&𝒌# 𝒌! 𝒌$ 𝒌' 𝒌&𝒗# 𝒗! 𝒗$ 𝒗' 𝒗&𝒌1$ 𝒌1% 𝒌1&𝒗1$ 𝒗1% 𝒗1&

𝛼#,# 𝛼#,! 𝛼#,$ 𝛼#,' 𝛼#,&𝛼#,1&𝛼#,1%𝛼#,1$
Softmax

;𝛼#,# ;𝛼#,! ;𝛼#,$ ;𝛼#,' ;𝛼#,&× × × × ×;𝛼#,1$ × ;𝛼#,1% × ;𝛼#,1& ×

𝒙′#

+
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𝒌1$ 𝒌1% 𝒌1&𝒗1$ 𝒗1% 𝒗1&

Prefix in
layer 1

Parameter-Efficient Fine-tuning: Prefix Tuning
• Prefix Tuning: Only the prefix (key and value) are updated during fine-
tuning

Li, Xiang Lisa, and Percy Liang. "Prefix-Tuning: Optimizing Continuous Prompts for Generation." Proceedings of the 59th
Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural
Language Processing (Volume 1: Long Papers). 2021.
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Parameter-Efficient Fine-tuning: Soft Prompting
• Soft Prompting
• Prepend the prefix embedding at the input layer

Lester, Brian, Rami Al-Rfou, and Noah Constant. "The Power of Scale for Parameter-Efficient Prompt
Tuning." Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing. 2021.
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Parameter-Efficient Fine-tuning: Soft Prompting
• Soft Prompting can be considered as the soften version of prompting
• (Hard) prompting: add words in the input sentence (fine-tune the model

while fixing the prompts)

Lester, Brian, Rami Al-Rfou, and Noah Constant. "The Power of Scale for Parameter-Efficient Prompt
Tuning." Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing. 2021.

107

...

[BOS]

譯

翻

Transform
er Layer 1

Em
bedding Layer

Transform
er Layer 2

Transform
er Layer N

prompt



Parameter-Efficient Fine-tuning
• Soft Prompts: vectors (can be initialized from some word embeddings)
• How to initialize the soft prompts
• Are there any restrictions on these vectors
• Length of the soft prompts?

• Hard Prompts: words (that are originally in the vocabulary)

• How to select prompts?
• Prompt length?

Lester, Brian, Rami Al-Rfou, and Noah Constant. "The Power of Scale for Parameter-Efficient Prompt
Tuning." Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing. 2021.
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Parameter-Efficient Fine-tuning
• Benefit 1: Drastically decreases the task-specific parameters

109
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Percent Trainable <5% <0.1% <0.1% <0.05%

Illustration

+

Nonlinearity

+
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... ...

𝑟
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𝑟
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Parameter-Efficient Fine-tuning
• Benefit 2: Less easier to overfit on training data; better out-of-domain
performance

110
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Parameter-Efficient Fine-tuning
• Benefit 3: Fewer parameters to fine-tune; a good candidate when
training with small dataset

He, Ruidan, et al. "On the Effectiveness of Adapter-based Tuning for Pretrained Language Model
Adaptation." Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th
International Joint Conference on Natural Language Processing (Volume 1: Long Papers). 2021.
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Early Exit
• Problem 1: The PLM is too big
• Inference takes too long
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Early Exit
• Inference using the whole model takes too long
• Simpler data may require lesser effort to obtain the answer
• Reduce the number of layers used during inference
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Early Exit
• Add a classifier at each layer

115

This m
ovie is crap ...

Transform
er Layer 1

...

Em
bedding Layer

[CLS]

Classifier 
Head 1

Transform
er Layer 2

Transform
er Layer N

Transform
er Layer 3

Classifier 
Head 2

Classifier 
Head N

Xin, Ji, et al. "BERxiT: Early Exiting for BERT with Better fine-tuning and extension to regression." Proceedings of the 16th
conference of the European chapter of the association for computational linguistics: Main Volume. 2021



Early Exit
• How do we know which classifier to use?
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Early Exit
• How do we know which classifier to use?
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Early Exit
• Early exit reduces the inference time while keeping the performance

Xin, Ji, et al. "BERxiT: Early Exiting for BERT with Better fine-tuning and extension to regression." Proceedings of the 16th
conference of the European chapter of the association for computational linguistics: Main Volume. 2021
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Reducing the Number of Parameters: Summary
• Parameter-efficient fine-tuning: Reduce the task-specific parameters
in downstream task
• Early exit: Reduce the models that are involved during inference
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Closing Remarks
• What we address in this lecture
• Making PLM smaller, faster, and more parameter-efficient
• Deploying PLMs when the labeled data in the downstream task is scarce
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Data-Efficient Fine-tuning: Prompt Tuning
• Prompt tuning

Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference." Proceedings of the 16th Conference of the European Chapter of the Association for Computational
Linguistics: Main Volume. 2021.
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Parameter-Efficient Fine-tuning
• Benefit 1: Drastically decreases the task-specific parameters
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Closing Remarks
• What we address in this lecture
• Making PLM smaller, faster, and more parameter-efficient
• Deploying PLMs when the labeled data in the downstream task is scarce

• The problems are not completely solved yet
• The problems we discuss are just a small part of problems of PLMs
• Why does self-supervised pre-training work
• Interpretability of the model's prediction
• Domain adaptation
• Continual learning/lifelong learning
• Security and privacy
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To Learn More
• AACL-IJCNLP 2022 Tutorial (11.24.2022)
• Recent Advances in Pre-trained Language Models: Why Do They Work and

How Do They Work.

https://www.aacl2022.org/home 126


