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Review: Basic Idea of ML

https://youtu.be/Ye018rCVvOo https://youtu.be/bHcJCp2Fyxs



Review: Strategy

m
E ﬂ l
https://youtu.be/WeHM2xpYQpw

More parameters, easier to overfit. Why?



Case Study: Pokemon v.s. Digimon

 DIEIMON

2 n ~

https://medium.com/@tyreeostevenson/teaching-a-computer-to-classify-anime-8c77bc89b881



https://medium.com/@tyreeostevenson/teaching-a-computer-to-classify-anime-8c77bc89b881

Pokémon vs. Digimon
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Pokémon vs. Digimon

INEEER/KEE A—BEBLHE



Pokémon/Digimon Classifier

 We want to find a function ......

Pokémon
) — or
Digimon

Determine a function with unknown parameters
(based on domain knowledge)



Observation
Digimon ARIRERIBRE?

ARIREREEEE?



Observation

Edge
detection
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Cunction with
Jnknown Parameters

[Digimon

frn: function with
threshold h

H =1{1,2,---,10,000} |H|: number of candidate
functions (model “complexity”)



Loss of a function (given data)

Pokémon

N
D = {(xl' 5;1): (le 5;2)1 Y (xN, AN)}

* Loss of a threshold h given data set D

e Given a dataset D

n N
L(h,D) = Z[l(h gl D 7
Error rate flf fh(xn) + }7” )
Output 1
Don’t like it? Of course, you can Otherwise
choose cross-entropy. © \_ Output 0)




Training Examples

* If we can collect all Pokémons and Digimons in the
universe D,;;, we can find the best threshold h%"

h*t = arg min L(h,D,;)

* We only collect some examples D¢, from D,

Dirain = {(xl’yl)’ (xz’ yz): " (xN; AN)}

(x™, ™M) ~D independently and identically
distributed (i.i.d.)

htrain

= arg mhin L(h, Dtrain)



Training Examples

* If we can collect all Pokémons and Digimons in the
universe D,;;, we can find the best threshold h%"

h*'t = arg min L(h,D,;) | 8

* We only collect some examples D¢,.4i, from D,

ptrain — arg mhinL(h: Dtrain) [ HE }

[We hope L(h'"%", D ;) and L(h*, Dy, ) are close.]
BB JE 78




[We hope L(h”“i", Dall) and L(h“”, Dall) are cIose.]

All Pokémons and Digimons we

Pokémon: 819 know as Dy
120 4
Digimon: 971 amon
100 1
o BO -
In most applications, you
cannot obtain D ;. .
a0 -
(Testing data D;,; as the
20 1
proxy of D ;)
"3 2000 4000 EO00 B000 10000
l _
Source of Digimon: h*" = 4824
https://github.com/mrok273/Qiita all —
Source of Pokémon: L(h ’ Da”) 0.28

https://www.kaggle.com/kvpratama/pokemon-
images-dataset/data



https://github.com/mrok273/Qiita
https://www.kaggle.com/kvpratama/pokemon-images-dataset/data

[We hope L(h'"®", D ;) and L(h%, Dy, ) are cIose.]

Sample 200 Pokémons and All Pokémons and Digimons we
Digimons as D¢rqin1 know as D,
14 - m Pokemon 1201 we Pokemoan
. Digimon Digimon
o
8
;-
.
..
0L | | | _
0 2000 4000 GOO0 BOOD 10Q00 o 2000 4000 B0 8000 10000
ptrainl — 4797 hell — 4824
L(htraint p, ) = 0.27 L(h®",Dgy) = 0.28

Even lower than L(h®!, D, )? L(htrem™l D) = 0.28



15 A
14 A
1% 4

10 1

[ LS N = T = x|

[We hope L(htmin, Dau) and L(ha”, Dall) are cIose.]

Sample 200 Pokémons and
Digimons as D¢,-qino

Pokemon
Digimon

htrainz — 36472
L(RT "2 Dy, ima) = 0.20

All Pokémons and Digimons we
know as Dau

120 A

Pokemaon

Digimen
100 1
E‘D .
Eﬂ i
4[." 3
20

l} ) 1 ) 1 ) 1

0 2000 4000 c000 aoaa 10000

ht = 4824
L(h%, Dyy) = 0.28

L(htr®"2 D) = 0.37




L(R'" %™ Dy, in ) can be
What do we want? e than £(he",p,,,)

[ We want L(htrain, Dau) — L(hall,Dall) <o ]

1

[ Y € H, 1L(h, Derqin) = L1, Dau)| < 8/2 |

What kind of D;,.,i,, fulfill it?

Dy¢rqin is @ good proxy of D, ;; for evaluating loss L
given any h.



What do we want?

[ We want L(htrain, Dall) — L(hall,Dau) <o ]

1

[ Y € H, 1L(h, Derqin) = L1, Dau)| < 8/2 |

What kind of D;,.,i,, fulfill it?

L(htrain,z)au) < L(htrain’ Dtrain) + §/2

< L(hall, Dt‘l‘ain) + 5/2 [htT‘Cll'TL = arg m}}n L(h, Dtrain)]

< L(h",Dgy) +6/2+6/2 = L(h*, Do) + 68



What do we want?

[ We want L(htrain, Dall) — L(hall,Dall) <o ]

1

What kind of D;,.,i,, fulfill it?

| Ve H L0 Derain) — L D) < 672 |
We want to sample good D;,4in £ =0/2
[ Vh e H, L(h' Dtrain) _ L(hr 2)all)l S € ]

What is the probability of sampling bad Dy, ?



Very Generall

* The following discussion is model-agnostic.

* In the following discussion, we don’t have
assumption about data distribution.

* In the following discussion, we can use any loss
function.



Probability of Failure —

Digimon
14 4
17 4
® 800d Diyyin o)
Dtrainz |
. bad Dtrain 4
2
14 4 B Pokemon 0-
Digimon o 10000
12 -
o] @ @ @ -
84
6
N [ @ @ -
7
o o 2000 4001' 6000 8000 ‘nm}u . . . . .
2)trainl
@ @ - - - -
- - - - - - -
- - - - - - -

Each point is a training set.




Each pointis a

PrOba b|||ty Of Fa”ure training set.

P(Dt‘rain LS bad)

oooo../



Each pointis a

PrOba b|||ty Of Fa”ure training set.

If d Dtrain iS bad,
at least one h makes |L(h, D¢rgin) — L(h, Dyy)| > €

P(D¢rqin is bad due to hy)

o o o o ;\.

e o o o °
P(D¢yqin is bad due to h,)
@

® 0\0 hy @ °



P(D,,.:, is bad) = U P(D,,: is bad due to h)
heH

< z P(D;ryin is bad due to h)

heH
@ @

O -
O -
O o ha e -
O -

h
- -

h3



P(D;rgqin is bad) = U P(D¢ryin is bad due to h)

heH
< 2 P([Dtmm is bad due to l})
heH N
|L(h, D¢rgqin) — L(h, Do) > € Lh])—1 [(h,x™ y"
y Ptrain y Pall (; )—NZ(;x; )

n=1

Loss of an example (1, x™, ™)

—> L(h, 2)train)
Average



P(D;rgqin is bad) = U P(D¢ryin is bad due to h)
heEH

< Z[P(Dtmm is bad due to h)]
heH

Hoeffding’s Inequality:

P(D¢rgin is bad due to h) < Pexp(—ZNez) ]

* The range of loss L is [0,1]

* N isthe number of examples in D¢,yin



P(D;rgqin is bad) = P(D¢ryin is bad due to h)
b heH

< 2 P(D¢ry4in is bad due to h)
heH

< z 2exp(—2Ne?)

heH

= |H| - 2exp(—2Ne?)

@

How to make P(D¢,-4in, is bad) smaller?
Larger N and smaller ||



P(Dirgin is bad) < |H| - 2exp(—2Ne?)

Larger N

0h10

® h,




< |H|-2exp(—2Ne?)

P (@train Ls bad)

Smaller |H|

o Mg




H ={1,2,---,10,000}

2)train — {(xl’j;l)’ (xz»j;z): T (xN» yN)}
Exa m ple Vh e H, |L(h, Dtrain) _ L(h, Z)Clll)l S €

P(D;yqin is bad) < |H| - 2exp(—2Ne?)
17| = 10000, N = 100, = 0.1 Usually happen QQ
P(D¢yyin is bad) < 2707
|H| = 10000, N = 500, = 0.1
P(D;r4in is bad) < 0.91
|H| = 10000, N = 1000, = 0.1
P(Dyyyin is bad) < 0.00004



Example

P(Dtyqin is bad) < |H| - 2exp(—2Ne?)

If we want P(D¢yqin is bad) < 6

How many training examples do we need?

log(2|H]/6)
2&%

|| - 2exp(—2Ne2) <5 W N >

|| = 10000, 5§ = 0.1, = 0.1
B N >610



Model Complexity

P(Dtyqin is bad) < |H| - 2exp(—2Ne?)

1

The number of possible functions you can select

What if the parameters are continuous?

 Answer 1: Everything that happens in
a computer is discrete. ©

 Answer 2: VC-dimension (not this course)




Model Complexity

T I ! 2
P(Diryin is bad) < |H| - 2exp(—2Ne*)
Why don’t we simply use a very small |F{|?

“Dirqin 1S g0od” means ... SR AR R

Vh € H, |L(h: Z)t‘rain) o L(h» 2)all)l =€ ]
[ 7

L(htrain,Dau) . L(hau'Dall) < 5] £ =6/2

Larger loss

hall — arg min L(h,Dgy)
th]—[\ .
fewer candidates



Tradeoff of Model Complexity

Larger N and smaller |+ | mmp L(h"*™, Dy;) — L(h*, Dyyy) < 6
Smaller |7 |mmp Larger L(h%, D)

larger |H| smaller |H |
L(htrain, Dall) L(htrain’ Dall)
small
large large L(h%,Dyy)

small|@ L(h%, Do)

ARO[ DIFREIE ?  Yes, Deep Learning.



https://forms.gle/FKGwMczbJPxnWe907



https://forms.gle/FKGwMczbJPxnWe9o7

