Machine Learning HW2

— ML TAs
mlta-2023-spring@googlegroups.com



mailto:ntu-ml-2020spring-ta@googlegroups.com

Objectives

e Solve a classification problem with deep neural networks (DNNSs).

e Understand recursive neural networks (RNNSs).



Outline

e Task Introduction
e Dataset & Data Format

e Submission & Grading



Task Introduction




Task Introduction

Task: Multiclass Classification

Framewise phoneme prediction from speech.

What is a phoneme?

Wiki: A unit of sound that can distinguish one word from another in a particular
language.
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Task Introduction

10ms 1s — 100 frames | —

T

Network

N—— ——

25ms

frame I 39-dim MFCC

—_ M
—_ M
—_ M
—— AH
—— AH
— SH
—— SH
— |H
— |H




Data Preprocessing

Acoustic Features - MFCCs (Mel Frequency Cepstral Coefficients)

spectrogram

For more details,
please refer to Prof. Lin-Shan Lee’s
[Introduction to Digital Speech Processing]

Chap.7

Waveform Image ref.
vector Prof. Hung-Yi Lee
[2020Spring DLHLP] Speech Recognition
DCT
)
MECC filter
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http://ocw.aca.ntu.edu.tw/ntu-ocw/ocw/cou/104S204
http://ocw.aca.ntu.edu.tw/ntu-ocw/ocw/cou/104S204
https://speech.ee.ntu.edu.tw/~tlkagk/courses/DLHLP20/ASR%20(v12).pdf

Task Introduction
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Dataset & Data Format




Dataset

LibriSpeech (subset of train-clean-100)

e Training: 3429 preprocessed audio features w/ labels (total 2116794 frames)
e Testing: 857 preprocessed audio features w/o labels (total 527364 frames)
e Label: 41 classes, each class represents a phoneme

Using additional data is prohibited. Your final grade will be multiplied by 0.9!


https://www.openslr.org/12/

Data Format

e Data Format (The TAs have already
extracted the features)

libriphone/

train_split.txt (train metadata)
train_labels.txt (train labels)
test_split.txt (test metadata)

feat/

train/
test/

train_split.txt
4830-25898-0031
839-130898-0062
198-126831-0045
730-359-0022
1502-122619-0091

1246-124548-0045
5808-48608-0026
5049-25947-0011
1183-128659-0003
40-121026-0007

train_labels.txt
4830-25898-0031 0 0 0 0 0 0 0 © 0 0
839-130898-0062 0 0 0 0 0 0 0 @ 0 ©
198-126831-0045 0 0 0 0 0 0 0 @ 0 ©
730-359-0022 0 2 0 O 00 0 0 0 0 0 0
1502-122619-0091 0 0 0 0 0 0 0 0 0 ©
1246-124548-0045 0 0 0 0 2 0 0 0 0 ©
5808-48608-0026 0 © 0 0 0 2 0 0 @ O
5049-25947-0011 0 0 0 0 0 0 0 0 0 ©
1183-128659-0003 0 0 0 0 0 0 0 0 0 ©
40-121026-0007 © 0 0 0 0 0 0 0 0 0 O

features: 39-dim MFCC w/ CMVN
{filename}.pt for each utterance(audio)

v libriphone
v feat
> test

v train

19-198-0008.pt
19-227-0070.pt
26-495-0000.pt
N 26-495-0007.pt
26-495-0018.pt



Data Format

e Each .pt file is extracted from one original wav file
e Use torch.load() to read in .pt files as torch tensors
e Each tensor has a shape of (T, 39)

39 dims

tensor([[-0.9555, : : .3270],

[-0.9434, -0. ! ... .1353],

[-0.8907, -O. . ... .0459],

T frames

[-1.0778, -O. : .7415],
[-1.1011, -1. ! .9707],
[-1.1044, -1. : .596411)




Submission & Grading




Submission & Grading

e Leaderboard (4%): Kaggle
e (Code submission (2%): NTU COOL

e Report submission (4%): Gradescope



Kaggle Baselines

Public Baseline Hints Training Time
(0.5%/0.5%) Simple 0.49798 sample code ~30 minutes
(0.5%/0.5%) Medium 0.66440 concat n frames, add layers 1~2 hours
(0.5%/0.5%) Strong 0.74944 batchnorm, dropout 3~4 hours

sequence-labeling (using

RNN) 6~ hours

(0.5%1/0.5%) Boss 0.83017

For boss baseline, you can refer to pervious course recording of RNN: video 1 and video 2.


https://www.youtube.com/watch?v=xCGidAeyS4M
https://www.youtube.com/watch?v=rTqmWlnwz_0

Iabel

shape (n, 39)
Concat n frames T HIIII T
Since each frame only contains 25 ms of speech, a single frame is  prevframes future frames

unlikely to represent a complete phoneme

flatten reshape to
e Usually, a phoneme will span several frames (n, 39)

e (Concatenate the neighboring phonemes for training I

shape (1,429)
flatten 11 frames
11 *39=429dim




Kaggle Submission

e Displayed name: <student ID>_<anything>
o €.g2.b06901020_puipui

e You do NOT have to change your account name, just modify “team name”

under the “team” tab

e Submission format: .csv file

e Evaluation metric: accuracy

e Submission deadline:
o 2023/3/24 23:59 (UTC+8)

d,Class

I
0]
1
2
3
4




Kaggle Submission

e You may submit up to 5 results each day (UTC).
e Up to 2 submissions will be considered for the private leaderboard.

prediction_large.csv 0.65059 0.66341
2 years ago by ntuee_jizz

model_large3_684_compressed.pth, size = 201KB, params: 93139
(rabbit ensemble)

remember to select 2
B e 065282 065422 results for your final
model_large3_676_compressed.pth, size = 201KB, params: 93139 scores before the
——— competition ends!

prediction_large.csv 0.65394 0.65254
2 years ago by ntuee_jizz

model_large2_669_compressed.pth, size = 222KB, params: 103623




Code Submission (2%)

e Compress your code, then submit it to NTU COOL.
<student ID>_hw2.zip

e.g. b06901999 hw2.zip

We can only see your last submission.
Do not submit your model or dataset.
If your code is not reasonable, your final grade will be multiplied by 0.9!
Submission deadline:
o 2023/3/24 23:59 (UTC+8)



Report Questions

1. (2%) Implement 2 models with approximately the same number of
parameters, (A) one narrower and deeper (e.g. hidden_layers=6,
hidden_dim=1024) and (B) the other wider and shallower (e.g.
hidden_layers=2, hidden_dim=1750). Report training/validation accuracies
for both models.

2. (2%) Add dropout layers, and report training/validation accuracies with
dropout rates equal to (A) 0.25/(B) 0.5/(C) 0.75 respectively.



Report Submission

e Submit with gradescope, no need to upload any files.
e We can only see your last submission.
e Submission deadline:

o 2023/3/24 24:00 (UTC+8)



Gradescope Submission

$ Active Assignments Released Due (CST) »

HW2
Mar 03 at 2:00PM Mar 25 at 12:00AM

$

Add dropout layers, and report training/validation accuracies
with dropout rates equal to (A) 0.25/(B) 0.5/(C) 0.75 respectively.

Q2

2 Points

(A) Training accuracy:

answer

Validation accuracy:

answer



Regulations

( * ) Academic Ethics Guidelines for Researchers by the
Ministry of Science and Technology

e You should NOT plagiarize, if you use any other resource, you should cite
it in the reference. (*)

e You should NOT modify your prediction files manually.

e Do NOT share codes or prediction files with any living creatures.

e Do NOT use any approaches to submit your results more than 5 times a
day.

e Do NOT use additional data or pre-trained models.

e Your assignment will not be graded and your final grade x 0.9 if you
violate any of the above rules.

e Prof. Lee & TAs preserve the rights to change the rules & grades.



https://www.most.gov.tw/most/attachments/9149925d-ec63-40b0-8ec8-c583008a43c1?
https://www.most.gov.tw/most/attachments/9149925d-ec63-40b0-8ec8-c583008a43c1?

Deadline

e Kaggle (Leaderboard)
o 2023/3/24 23:59 (UTC+8)

e NTU COOL (Code submission)
o 2023/3/24 23:59 (UTC+8)

e Gradescope (Report submission)
o 2023/3/24 24:00 (UTC+8)



Link

e Course website

e NTU COOL
e Kaggle

e Gradescope
e Sample code (Colab)
e Sample code (Kaggle)



https://speech.ee.ntu.edu.tw/~hylee/ml/2023-spring.php
https://cool.ntu.edu.tw/courses/24108
https://www.kaggle.com/t/03ac116596a247219b5a8d7a8e2b800e
https://www.gradescope.com/courses/515619
https://colab.research.google.com/drive/1wzeiVy2g7HpSjlidUr0Gi50NnHBWTkvN#scrollTo=KVUGfWTo7_Oj
https://www.kaggle.com/code/jmingli/hw2-sample-code

If you have any questions, you can ask us via...

e NTU COOL (recommended)
o https://cool.ntu.edu.tw/courses/24108
e Email

o mlta-2023-spring@googlegroups.com
o The title should begin with “[hw2]"

e TA hour

o Friday, £ FRERERFH]
o Friday, 19:00 ~ 21:00



https://cool.ntu.edu.tw/courses/24108
mailto:mlta-2023-spring@googlegroups.com




Gradescope enrollment

We will send the class invitation to your "NTU email".



Gradescope enrollment

If you have already registered a Gradescope account with your NTU email...

Gradescope <no-reply@gradescope.com>

F4h S -

AEEEEEHBG FHELRBIEHEHE - AL "Gmail ) MARRHGEEEREEHHLFL -

[B13% & NI 3R F A+ BRALBEE

LRE Y

&% (007502072@ntu.edu.tw) EAE% B4 #18Z Gradescope FHIGETE ML 2023 (EE5184), Spring 2023 -

You can directly

enter the course
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Gradescope enrollment

Otherwise, please set your password to register an account.

Gradescope <no-reply@gradescope.com> 3818 B= EF1024 2 XAl) Y € :

.
S B8 v

X EX v > DX () v wEBH BEE T A= MBI=INAE « B8 x
Hi Z5&F, YOUR NTU EMAIL

Welcome to Gradescope! Yoy (b07502072@ntu.edu.tw) |\ave been added as a student to the course ML 2023 (EE5184),
Spring 2023 in Gradescope.

To get started, you will first need t<l> set your password Ilink will expire on Mar 08 at 10:24AM (CST)). Please note that, even
after the link has expired, you can still access your account by resetting_your password.

View your course dashboard

Not the right course? Please reach out to your instructor for further assistance. If needed, you can also remove yourself from
the course.



Gradescope enrollment

Login
YOUR NTU EMAIL

The password you just set

Log in with your Gradescope account

b07502072@ntu.edu.tw

Password
("] Remember me Forgot your password?
Or log in with
7= School Credentials G Google

[] Remember me



Gradescope enrollment

If you haven't received the invitation after 3/9 23:59, please email to us
(mlta-2023-spring@googlegroups.com, the title should begin with [Gradescope]).



mailto:mlta-2023-spring@googlegroups.com

Human evaluation
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https://surveyjs.io/published?id=93a278ef-207{-4883-bbac-419e49d28644

https://surveyijs.io/published?id=c543089f-beda-4edf-a440-ea616fc66b9f

https://surveyijs.io/published?id=75ec34b4-78d8-4c68-aafc-5dc16c5¢c5b61

[=]
-

3 https://surveyjs.io/published?id=01cb45a2-cb6d-47f2-a437-01a0f4836863 ul s
4 https://surveyjs.io/published?id=36ca96c2-74c8-4c7c-b36¢c-d15a72301133

5 https://surveyjs.io/published?id=04620688-7c56-4ac7-b8c4-3¢5247b2926f

6 https://surveyjs.io/published?id=45bd20c4-c77d-4a7e-8a93-b7focb96c6d8

7 https://surveyjs.io/published?id=17da5652-0513-46b1-bf57-626506327c25

8 https://surveyjs.io/published?id=27553609-eb22-474e-a7b3-3cd9f25d2f21

https://surveyijs.io/published?id=71a7bfe1-c849-46e1-9d48-a93c52f51aal



https://surveyjs.io/published?id=93a278ef-207f-4883-bbac-419e49d28644
https://surveyjs.io/published?id=c543089f-beda-4edf-a440-ea616fc66b9f
https://surveyjs.io/published?id=75ec34b4-78d8-4c68-aafc-5dc16c5c5b61
https://surveyjs.io/published?id=01cb45a2-cb6d-47f2-a437-01a0f4836863
https://surveyjs.io/published?id=36ca96c2-74c8-4c7c-b36c-d15a72301133
https://surveyjs.io/published?id=04620688-7c56-4ac7-b8c4-3c5247b2926f
https://surveyjs.io/published?id=45bd20c4-c77d-4a7e-8a93-b7f9cb96c6d8
https://surveyjs.io/published?id=17da5652-0513-46b1-bf57-626506327c25
https://surveyjs.io/published?id=27553609-eb22-474e-a7b3-3cd9f25d2f21
https://surveyjs.io/published?id=71a7bfe1-c849-46e1-9d48-a93c52f51aa0

