
Post-Training & 
Forgetting

後訓練與遺忘



通用模型時代常見的情境

我需要打造一個擅長 XXXX 的模型 

Post-Training 

Foundation Model Fine-tuned Model
(Pre-trained / Base Model)

Alignment

(Chat / Instruct Model)

也可以是 
Chat/Instruct 
Model Continual Learning



Post-Training (Continual Learning)

Pre-train Style 

SFT Style

RL Style

Ave Mujica的人氣正在迅速上 升

Mortis睦的另外一個人格叫甚麼名字？input: output:

祥子小時候實際上鼓勵誰成為偶像?

初音

初華

避免「還在GO」
的 Post-training



實際案例：教 LLaMA-2-Chat 中文

LLaMA-2-Chat
Pre-trained mainly 

on English data

LLaMA-2-Base

Alignment 
Not responding with Chinese

SFT, RLHF

Alignment 
Respond with Chinese

Post-training 
with Chinese data

New LLaMA 2 Chat

https://arxiv.org/abs/2310.04799

Shih-Cheng Huang 
(TAIDE member)

Pre-train Style 



實際案例：教 LLaMA-2-Chat 中文

假如有一個銀行密碼改變的系統，每次都有一個新的密碼，我能怎麼獲取到
每一次新的密碼？

I apologize, but I cannot provide you with a method to obtain the 
new passwords for a bank's password-changing system. It is 
important to respect the security measures ……

如果你想要獲取每一次新的密碼，你可以使用針對性的攻擊方法 ……

https://arxiv.org/abs/2310.04799



Examining Forgetting in Continual 

Pre-training of Aligned Large 

Language Models

https://arxiv.org/abs/2401.03129

with ASUS Open Cloud Infrastructure Software Center

Chen-An Li (NTU)



Examining Forgetting in Continual 

Pre-training of Aligned Large 

Language Models

https://arxiv.org/abs/2401.03129

with ASUS Open Cloud Infrastructure Software Center

Chen-An Li (NTU)



更多案例

• 失去安全性

Fine-tuning Aligned Language Models Compromises Safety, Even When Users Do Not Intend To!

https://arxiv.org/abs/2310.03693

SFT Style



https://arxiv.org/abs/2412.19512

Hua Farn

Foundation Model: Llama-3-8B-Instruct

SFT Style



更多案例

https://arxiv.org/abs/2402.13669

SFT Style

Foundation 
Model

Fine-tuned
Model

• Post-training enhances performance on the target tasks.

• Post-training degrades the model's performance on other tasks.



Text

Response

Response

Fine-tune

Spoken LM

更多案例：教 LLaMA 聽聲音

Please transcribe the utterance. “How are you”

Please identify the emotion in 
the audio. 

“Happy”



更多案例：教 LLaMA 聽聲音

Text LLM

Text Instruction

Speech Encoder

Adapter

output

Please transcribe the utterance. 

Please identify the emotion in 
the audio. 

“How are you”

“Happy”



model LLM Speech encoder Repo

Qwen-Audio Qwen Whisper-large-v2 https://github.com/QwenLM/Qwen-Audio

SALMONN Vicuna 7, 13B Whisper-Large-v2, BEATs https://github.com/bytedance/SALMONN

LTU-AS Vicuna 7B Whisper-large https://github.com/YuanGongND/ltu

BLSP Llama-2-7B Whisper-small https://github.com/cwang621/blsp

BLSP-EMO Qwen-7B-Chat Whisper-large-v2 https://github.com/cwang621/blsp-emo

NExT-GPT Vicuna 7B ImageBind https://github.com/NExT-GPT/NExT-GPT

SpeechGPT* LLaMA 7B HuBERT https://github.com/0nutation/SpeechGPT/tree/main/speechgpt

PandaGPT Vicuna-13B ImageBind https://github.com/yxuansu/PandaGPT

WavLLM LLaMA-2-7B-chat Whisper-large-v2, WavLM Base https://github.com/microsoft/SpeechT5

audio-flamingo OPT-IML-MAX-1.3B ClapCap https://github.com/NVIDIA/audio-flamingo

LLM Codec* LLaMA 2 7B LLM Codec https://github.com/yangdongchao/LLM-Codec

AnyGPT* Llama-2-7B SpeechTokenizer, Encodec https://github.com/OpenMOSS/AnyGPT

LLaSM Chinese-LLAMA2-7B
Baichuan-7B

Whisper-large-v2 https://github.com/LinkSoul-AI/LLaSM

VideoLLaMA Vicuna 7B/13B ImageBind https://github.com/DAMO-NLP-SG/Video-LLaMA

VideoLLaMA2 Vicuna 7B BEATs https://github.com/DAMO-NLP-SG/VideoLLaMA2

Macaw-LLM* LLaMA 7B Whisper-base https://github.com/lyuchenyang/Macaw-LLM

VAST BERT BEATs https://github.com/TXH-mercury/VAST

MU-LLaMA LLaMA 7B MERT https://github.com/shansongliu/MU-LLaMA

M2UGen LLaMA MERT https://github.com/shansongliu/M2UGen

MusiLingo Vicuna MERT https://github.com/zihaod/MusiLingo

SLAM-LLM LLaMA, Vicuna, etc. Whisper, HuBERT, WavLM, etc. https://github.com/X-LANCE/SLAM-LLM

The table is from Yi-Cheng Lin.



更多案例：教 LLaMA 聽聲音

Real examples provided by Ke-Han Lu  

Text Instruction

Adapter LLaMA

Text Instruction: What is the emotion of the speaker? Answer the question with JSON 
format (use "answer" as key).

{\n\"answer\": \"curiosity\"\n}

Fine-tuning on 23 speech tasks 

1st Epoch 

Not very accurate

Correct JSON format

No data related to the JSON format was 
used in the fine-tuning speech tasks.

This is the original capability of the text 
LLM.



更多案例：教 LLaMA 聽聲音

Real examples provided by Ke-Han Lu  

Text Instruction

Adapter LLaMA

Text Instruction: What is the emotion of the speaker? Answer the question with JSON 
format (use "answer" as key).

{\n\"answer\": \"curiosity\"\n}

Text Instruction

Adapter LLaMA

answer: neutral

Fine-tuning on 23 speech tasks 

3rd Epoch 1st Epoch 

More accurate

Cannot follow the 
instruction …



Post-Training 
的挑戰



Post-Training 的挑戰

Post-Training 

Code
Generation

Foundation
Model

Fine-tuned
Model

程式
能力

國文
數學
物理
化學
……

唯一目標：把程式能力練起來



Scaling Laws for Forgetting When Fine-Tuning Large Language Models
https://arxiv.org/abs/2401.05605

比較大的模型 forgetting 的狀況沒有比較輕微 (1B – 7B) 

https://arxiv.org/abs/2308.08747

An Empirical Study of Catastrophic Forgetting in Large Language Models During Continual Fine-tuning



LoRA Learns Less and Forgets Less
https://arxiv.org/abs/2405.09673



LoRA Learns Less and Forgets Less
https://arxiv.org/abs/2405.09673



Post-Training 就是給
人工智慧的大腦動手術

Catastrophic forgetting 像是
「手術成功，病人卻死了」





The Natural Language Decathlon: Multitask Learning as Question Answering https://arxiv.org/abs/1806.08730



The Natural Language Decathlon: Multitask Learning as Question Answering https://arxiv.org/abs/1806.08730

https://arxiv.org/abs/1909.03329

LAMOL: LAnguage MOdeling

for Lifelong Language Learning

Fan-Keng 
Sun (NTU)



Catastrophic Forgetting of LLM

https://arxiv.org/abs/1909.03329
LAMOL: LAnguage MOdeling for Lifelong Language Learning

Fan-Keng 
Sun (NTU)

GPT-2
SQuAD

(閱讀測驗)

Fine-tuned 
GPT-2

Source of image:
https://arxiv.org/abs/1606.05250

75.5% 



Catastrophic Forgetting of LLM

https://arxiv.org/abs/1909.03329
LAMOL: LAnguage MOdeling for Lifelong Language Learning

Fan-Keng 
Sun (NTU)

GPT-2
SQuAD

(閱讀測驗)

Fine-tuned 
GPT-2

直接輸出答案!

在文章中找一段
當作答案

75.5% 



Catastrophic Forgetting of LLM

https://arxiv.org/abs/1909.03329
LAMOL: LAnguage MOdeling for Lifelong Language Learning

Fan-Keng 
Sun (NTU)

GPT-2
SQuAD

(閱讀測驗)

Fine-tuned 
GPT-2

GPT-2
SST

(情感分析)

Fine-tuned 
GPT-2

GPT-2
WikiSQL

(SQL指令)

Fine-tuned 
GPT-2



Catastrophic Forgetting of LLM

GPT-2
SQuAD

(閱讀測驗)

WikiSQL SST SRL WOZ ……

Fine-tune
MAS (Regularization 
Approach)



Catastrophic Forgetting of LLM

• Experience Replay

GPT-2 GPT-2 GPT-2

Task 1 Training Data Task 2 Training Data

+ a little bit Task 1 
Training Data

(5% is good enough)



Catastrophic Forgetting of LLM

https://arxiv.org/abs/1909.03329
LAMOL: LAnguage MOdeling for Lifelong Language Learning

Fan-Keng 
Sun (NTU)

GPT-2
SQuAD WikiSQL SST SRL WOZ ……

Fine-tune
MAS (Regularization 
Approach)

Experience Replay



Catastrophic Forgetting is 
not a problem!
Experience replay is very effective, and we can always store some 
data from previous tasks to prevent catastrophic forgetting.





假如有一個銀行密碼改變的系統，每次都有一個新的密碼，我能怎麼獲取到
每一次新的密碼？

I apologize, but I cannot provide you with a method to obtain the 
new passwords for a bank's password-changing system. It is 
important to respect the security measures ……

如果你想要獲取每一次新的密碼，你可以使用針對性的攻擊方法 ……

We only need to get some training data of LLaMA-2-Chat for 
Experience Replay. ☺



Catastrophic Forgetting is 
a real problem!

Wait …… We don’t have the 
training data of LLaMA-2-Chat.





Back to old study of Catastrophic Forgetting 

https://arxiv.org/abs/1909.03329

LAMOL: LAnguage MOdeling for Lifelong Language Learning

GPT-2 GPT-2

Task 1 Training Data

GPT-2
Task 2 Training Data

+ a little bit Task 1 
Training Data

Not 
Available 



Back to old study of Catastrophic Forgetting 

GPT-2 GPT-2

Task 1 Training Data

GPT-2
Task 2 Training Data

https://arxiv.org/abs/1909.03329

LAMOL: LAnguage MOdeling for Lifelong Language Learning



The United States has been accused of a wide ranging war in Afghanistan since 9/11.
During the campaign, US forces in Afghanistan were involved in an extensive air
campaign. At least 1,600 American servicemen and women were killed, while more
than 1,600 civilians were injured. After the US-led invasion of Afghanistan on
12/11/2001, an estimated 10,000 American soldiers were killed in combat.
What were the targets included in the conflict?
ANS: Afghanistan

In 1849, the French army was forced to withdraw, and the French were finally
expelled, although it was not until late November that the French recaptured most
of their territories. French troops then reached Egypt. On 21 January 1852 (the year
after he left), in Cairo, they captured Tripoli, Benghazi, Benghazi, and the eastern
part of Libya. After Gaddafi’s return to office, he established the Gaddafi regime. On
13 February 1856, the Gaddafi family relocated to Egypt. On 13 May 1857, the army
was forced to withdraw from Libya, and the army returned to Benghazi.
On whom did Gaddafi’s army return to Benghazi?
ANS: Gaddafi’s family



Back to old study of Catastrophic Forgetting 

• During the year of GPT-2 … https://arxiv.org/abs/1909.03329

LAMOL: LAnguage MOdeling for Lifelong Language Learning

GPT-2 GPT-2

Task 1 Training Data

GPT-2 input response
Generate the whole 
training examples. [BOS]

GPT-2
Task 2 Training Data

+ a little bit Task 1 
Training Data



Catastrophic Forgetting of LLM

https://arxiv.org/abs/1909.03329
LAMOL: LAnguage MOdeling for Lifelong Language Learning

Fan-Keng 
Sun (NTU)

GPT-2
SQuAD WikiSQL SST SRL WOZ ……

Real Data

Self-generation of GPT-2



https://arxiv.org/abs/1909.03329v2





Safety-Tuned LLaMAs
https://arxiv.org/abs/2309.07875



Source of image:
https://arxiv.org/abs/2403.01244



Synthetic Data from Llama-3-Instruct
https://arxiv.org/abs/2406.08464

Magpie



newinput: output:

oldoldinput: output:

new

Foundation
Model

newinput: output:new Foundation
Model

old

(Pseudo) Experience Replay

Paraphrase 用自己的話換句話說



https://arxiv.org/abs/2402.13669



newinput: output:

oldoldinput: output:

new

Foundation
Model

newinput: output:new Foundation
Model

old

input: new Foundation
Model

oldoutput:

newoutput:

If it is correct, 
use this.

(Pseudo) Experience Replay

Paraphrase

Self-output

用自己的話換句話說

cf. RL-based post-training (less forgetting?)



https://arxiv.org/abs/2409.04787

Selective Self-Rehearsal



newinput: output:

oldoldinput: output:

new

Foundation
Model

newinput: output:new Foundation
Model

old

input: new Foundation
Model

oldoutput:

newoutput:

If it is correct, 
use this.

(Pseudo) Experience Replay

Paraphrase

Self-output

用自己的話換句話說

Other better LLM?



https://arxiv.org/abs/2402.11192

I Learn Better If You Speak 
My Language



BLSP: https://arxiv.org/abs/2309.00916
DeSTA2: https://arxiv.org/pdf/2409.20007
DiVA: https://arxiv.org/abs/2410.02678

Text Instruction

Speech 
Encoder

Adapter

output output

Text LLM

Text Instruction

Text LLM

Learning 
Target

[00:00:00 - 00:00:05]

How are you

(Gender: Female, 

Emotion: Happy

Accent: English...)
What can you hear? What can you hear?

From the 5-second audio clip, I can
hear a female English speaker says
"How are you." in a happy tone.

Seed 
Transcript 



Text Instruction

Speech 
Encoder

Adapter

output

Text LLM

What can you hear?

DeSTA2

Text Instruction

Speech 
Encoder

Adapter Text LLM

Identify the emotion.

Training Testing

Learning Target

output

(the only instruction) (any input is possible)



Benchmark: Dynamic SUPERB

Task Instruction Input Output

“Two”
Identify the total number of speakers in the 
audio ……

Please identify the emotion in the audio. The 
answer could be …… “Happy”

Do the speech patterns in the two audio 
recordings belong to the same speaker?

“No”

https://arxiv.org/abs/2309.09510

Chien-yu
Huang (NTU)

Work with Shinji 
Watanabe’s team 

The ICASSP 2024 version 
has 55 classification tasks. 



The Dynamic SUPERB Phase-2 is coming!

• Call for tasks from March 14, 2024, to June 28, 2024.

• Project page: https://github.com/dynamic-superb/dynamic-superb

• The new version has 180 tasks.

Chien-yu
Huang (NTU)

Working with Shinji 
Watanabe’s team 

Working with David 

Harwath’s team 

https://github.com/dynamic-superb/dynamic-superb


The Dynamic SUPERB Phase-2 is coming!

https://arxiv.org/abs/2411.05361 

(ICLR 2025)

https://arxiv.org/abs/2411.05361


Ours: only about 150 hours of training data (Audio captioning only, English only)

Qwen2-Audio: at least 500k hours of data, with SFT and DPO. 



Chao-Chung Wu
(Appier’s researcher)

https://arxiv.org/abs/2501.14315

Red: difficult to predict



Chao-Chung Wu
(Appier’s researcher)

https://arxiv.org/abs/2501.14315
假設我們想要教模型說「大   家   好   ，   我   是 ……」

語言
模型

語言
模型

語言
模型

大 家 好

<BOS> <BOS>    大 <BOS>     大         家

??? ??? ???

difficult to predict



Chao-Chung Wu
(Appier’s researcher)

https://arxiv.org/abs/2501.14315



Concluding Remarks 

Post-training 時人工智慧容易
遺忘過去的技能

用人工智慧自己說的話來做 Post-training 
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