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Chain-of-Though
(CoT)

Few-shot CoT
https://arxiv.org/abs/2201.11903
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“Short CoT”
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Zero-shot CoT
https://arxiv.org/abs/2205.11916

HEFR AR A Y 5 UM “Long CoT”

ﬁ Roger has 5 tennis balls. He buys 2 more cans of tew
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A

(Output) The juggler can juggle 16 balls. Half of the balls are golf

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
W&. So there are 8/ 2 = 4 blue golf balls. The answer is 4. //

ﬂ): A juggler can juggle 16 balls. Half of the balls are golf ballsm
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are golf

balls. That means that there are 8 golf balls. Half of the golf balls
kare blue. That means that there are 4 blue golf balls. # /

https://arxiv.org/abs/2503.09567
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Supervised CoT
https://arxiv.org/abs/2410.14198
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‘! La rge La n gu a ge N\O n keySt’t:s://arxiv.org/abs/2407.21787

MATH (Oracle Verifier)
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output 1 Majority Vote
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https://arxiv.org/abs/2203.11171

OUtDUt 2 > Confidence

(used in

[ output 3 ]

CoT decoding)

https://arxiv.org/abs/2402.10200

/ HIA L | <answer></answer>
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Number of generations per problem

https://huggingface.co/spaces/HuggingFaceH4/blogpost-scaling-test-time-compute



Nk Verification el
[ output ]-’[ Verifier ]—> score

[ output 1 | | Verifier 0.1
— et
input | =—1ip

—P[ output 2 ]-b[ Verifier ]—> 0.9

B e T
Best-of-N \[ output 3 ] -P[ Verifier ]—> 0.2

https://arxiv.org/abs/2110.14168




N _E Verification

Training Data: [ iInput ][ ground truth ]

output1 output1 }F[ Verifier ]—> 1.0

mput "! output2 output2 ]-P[ Verifier ]—»0.0

output 3 ] b [ output 3 ]'F[ Verifier ]—> 1.0




Parallel vs. Sequential

Parallel Sequential

[ input ] o [ output 1 ]

/4 Lovtput 1 ] |

[ input ]-> —>[ output 2 ] |_> ! _> output 2

\[output3] —

L>->[output3]




Parallel vs. Sequential

Scaling LLM Test-Time Compute Optimally can be More Effective

Parallel + Sequentia| than Scaling Model Parameters

[output 1-1 ] —

/ Al
!O 0, O O
= \J = - -

https://arxiv.org/abs/2408.03314

— [output 1-2]

— [output 2-2]

— [output 3-2]
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Process
step 1 Vet e Score Let's Verify Step by Step
https://arxiv.org/abs/2305.20050
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[ step 1 ]</step>

[ step 1 ]-»[

Process
Verifier

]—> score

Let's Verify Step by Step
https://arxiv.org/abs/2305.20050
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2/3

ing Data: [ iInput ][ ground truth ]

Train
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Math-Shepherd: Verify and Reinforce LLMs
Step-by-step without Human Annotations
https://arxiv.org/abs/2312.08935
: _ Process
: [mput ]—P[ step 1 ]—P[ step 2 ] Verifier 1/3




Beam Search

https://arxiv.org/abs/2305.00633 [ step 1 | </step>
https://arxiv.org/abs/2401.17686
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. : e.g. Monte Carlo
Heuristic Search Algorithm 15y search (McTs)

Selection Expansion Simulation Backpropagation
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Source of image: O @) O
Wikipedia
oh

Monte Carlo Tree Search Boosts Reasoning via Iterative Preference Learninghttps://arxiv.org/abs/2405.00451
ReST-MCTS*: LLM Self-Training via Process Reward Guided Tree Searchttps://arxiv.org/abs/2406.03816

Mutual Reasoning Makes Smaller LLMs Stronger Problem-Solvershttps://arxiv.org/abs/2408.06195
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AR AR BICHE At R B Bl R =R

Training Data: [ input ][ ground truth ]

TE T e PRt L Al 2 Y 2 Training data
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[ input ]" -P[ reasoning process ][ans]-b[ Verifier ]—»g
CoT / ; \
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rStar-Math ]__:[ NS

https://arxiv.org/abs/2501.04519 , ?

Training data: [input] [ step 1 ][ step 2 ][ step 3 ] [ ans ]

| J/
Y

Reasoning Processing




rStar-Math ]__:[ NS

https://arxiv.org/abs/2501.04519 , ?




B B HHIE 2 s.trrawb.er.ry B£(E "

EERRFEPHIARIE L 26 v

(EEEZRA9)

The user provided a query asking how many periods are in "s..t.rraw.b.e.r.ry".
Let's break it down: | see the string "s..t.rraw.b.e.r.ry".

The periods are:.........
So, there are 8 periods in total based on my count.

jﬂijﬂz E a That's the answer to the question: There are 8 periods in the string.

HIRIRE !

Okay, let’s carefully count the dots in the string "s..t.rraw.b.e.r.ry".

First, | see "s.." gives 2 periods. Then "t." adds 1 more for a total of 3. After “rraw”
44 there’s only 1 dot, bringing the total to 4. Then "b." adds 1 more, totaling 5, and
HESHE Y Iing 9

% ﬁﬁtﬂ “e.” gives 6. The ".." after “r” adds 2, bringing a running total of 8. The final "r." adds
N 1 more, giving us a total of 9. So, in total, there are 9 periods in "s..t.rraw.b.e.r.ry".




2

HHERBRESRIEHER, RAaERik e crfE !

Training data: [input] [ step 1 ][ step 2 ][ step 3 ] [ ans ]

| J/
Y

Reasoning Processing




Stream of search (SoS)
https://arxiv.org/abs/2404.03683

[ffi N\ Verifier BJ[FIEE] [+ A Verifier F[BI8E 1 B sk iE”

(iput]  [sept | [sepz )Y [ stepz ) V[ stept )
A[ step1 | | step2 | | step3 | [ ans |

[fdi A\ Verifier B[R] gH]




https://arxiv.org/abs/2410.18982

i MATHS00 Accuracy Comparison
e shortcut leaming
m journey leaming

:

:

MATHS500 Accuracy (%)
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deepseek-math-7b-sft-prm800k
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(c) Performance Comparison

(a) Shortcut learning. (b) Journey learning



LA ] LI Knowledge Distillation

reasoning process I answer ]

Sky-T1: https://novasky-ai.github.io/posts/sky-t1/
s1:https://arxiv.org/abs/2501.19393



AL AT LI Knowledge Distillation

https://arxiv.org/abs/2501.12948

GPQA LiveCode

Rt AIME 2024 MATH-500 Dl il CodeForces
pass@1 cons@64 pass@] pass@1 pass@1 rating
GPT-40-0513 93 13.4 74.6 499 32.9 759
Claude-3.5-Sonnet-1022 16.0 26.7 78.3 65.0 38.9 717
OpenAl-ol-mini 63.6 80.0 90.0 60.0 53.8 1820
QwQ-32B-Preview 50.0 60.0 90.6 54.5 419 1316
DeepSeek-R1-Distill{Qwen-1.58  28.9 52.7 83.9 33.8 16.9 954
DeepSeek-R1-Distill{Qwen-7B 5855 83.3 92.8 49.1 37.6 1189
DeepSeek-R1-Distill{Qwen-14B 69.7 80.0 93.9 59.1 53.1 1481
DeepSeek-R1-Distill{Qwen-32B 72.6 83.3 94.3 62.1 07.2 1691
DeepSeek-R1-Distill{Llama-8B 50.4 80.0 89.1 49.0 39.6 1205
DeepSeek-R1-Distill{Llama-70B 70.0 86.7 94.5 65.2 57.5 1633

Four;dation Model
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https://arxiv.org/abs/2501.12948
Training Data: [ input ][ ground truth ]

Reinforcement

Learnine (RL . / [ Reasoning Process ][ answer?l

[ Reasoning Process ][ answer I

\
HEBSI TR AR T, SRR A4

%

RL

Accuracy as reward

[DeepSeek—v3-base] [ DeepSeek-R1-Zero ]

(Foundation Model)



DeepSeek-R1-Zero AIME accuracy during training

0.9

0.8 1

0.7 1

0.3 1

0.2 -

P S S S S W S W W W W W ———————— —_ _—— —_——— - — ————

o S ————— ———— ———— T —————

Majority vote

-8 rl-zero-pass@1
~&~— rl-zero-cons@16
01-0912-pass@1

01-0912-cons@64

0 2000 4000 6000 8000
Steps

Source of image: https://arxiv.org/abs/2501.12948



Aha Moment

Question: If a > 1, then the sum of the real solutions of va — Va + x = x is equal to

Response: <think>

To solve the equation \/a — Va+x = x, let’s start by squaring both - - -
2
(\/a— Va+x) =X2 = a- ‘V(1+X =x2.

Rearrange to isolate the inner square root term:
(a-x*)2=a+x = a?-2a*+(x¥)? =a+x = x*-2ax?*-x+(a®>-a) =0

Wait, wait. Wait. That’s an aha moment I can flag here.

Let’s reevaluate this step-by-step to identify if the correct sum can be - - -
We started with the equation:
Va-Va+x=x

First, let’s square both sides:
a-Va+x=x* = a+x=a-x
Next, I could square both sides again, treating the equation: - - -

2

Source of image: https://arxiv.org/abs/2501.12948



https://arxiv.org/abs/2501.12948

Training Data: [ input ][ ground truth ]

[ Reasoning Process answer?l

‘ Poor readablllty &
Language Mixing

[ Reasoning Process ][ answer I

\
HEBSI TR AR T, SRR A4

%

RL

Accuracy as reward

[DeepSeek—v3-base] [ DeepSeek-R1-Zero ]

(Foundation Model)



RL
DeepSeek-R1-Zero

[DeepSeek—vB-base]
Accuracy as reward .

[ Input ] [ reasoning process ][ground truth]

* using few-shot prompting with a
long CoT as an example

Generated data
+ human annotation

* directly prompting models to
generate detailed answers with

reflection and verification (Thousands of examples)

Imitation Learning
DeepSeek-v3-base Model A?

[ Model A? ]#[ Model B? ]

Accuracy / Language coherence
as reward




Reasoning Process | ans ]

i ?
[ input ]-}[ Model B Reasoning ProcessIans] [ DeepSeek-v3 ]

Including tasks without As verifier

standard answers Reasoning Process | ans ]

600k examples “filtered out chain-of-thought with mixed languages, long parapraphs, and code blocks”

Imitation Learning
DeepSeek-v3-base Model C?
RL
Model C? e DeepSeek-R1

Safety / Helpfulness

Based on the Deepseek-R1 paper, both the process verifier and MTCS
were tried but ultimately not used.
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Foundation Model 1R B 22

L Qwen-32B-Base 1E£45 Foundation Model

AIME 2024 MATH-500 GPQA Diamond LiveCodeBench
Model pass@l cons@64 pass@] pass@1 pass@1
QwQ-32B-Preview 50.0 60.0 90.6 54.5 41.9
DeepSeek-R1-Zero-Qwen-32B 47.0 60.0 91.6 55.0 40.2
DeepSeek-R1-Distill-Qwen-32B  72.6 83.3 94.3 62.1 A

o ZiE RL HEVEKRIETR{L Qwen-32B-Base HJHE /)

e Imitation Learning (I7] DeepSeek-R1£:3E) ¥ Qwen-32B-Base [ Il LL#g A%

RL 725

118

LR AR HRE )



. Question(a): Find the least positive integer n such that 1/sin45°sin46° +
Foundation Model 1/sin47°sin48° +--- +1/sin133°sin 134° = 1/sinn°.

A E Aha . R

First, I notice that the left-hand side of the equation has the form }_

k—l sinaksinakﬂ’
where a; = 45°,a; = 47°,...,a9p = 133°. I also notice that sina; . ; = sin(a; + 2°).

Simplifying, I get sin(3a) = 3sina — 4sin’a.

Aha! I can use this to get sin(a + 2b) = sin((a + b) + b) = 3sin(a + b) ...

This looks messy, but I notice that it has the form sinacos b + cos asin b again.
This gives me an idea. Maybe I can use this identity repeatedly to simplify the
left-hand side of the equation.

Question(b): An element is randomly Question(c): Denali and Nate work for a
chosen from among the first 15 rows ... dog walking business and are paid ...
Response Response
In Pascal’s Triangle, every row starts To solve this problem, let’s start by
and ends with 1, ... defining the variables...
This can be calculated as: *awkward Again, since x # 0, this equation
DeepSeek-v3 silence* Wait, I'm overthinking. Let’s try doesn’t give us a valid solution either.
_ again. The number of elements in the Let's check if we made an error. We
Source of image: first n rows of Pascal’s Triangle is should verify the problem conditions
https://arxiv.org/abs/2503.2  (n+1)!/[2!% (n —1)!]. again. The correct approach is to ...

0783
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Reasoning Model

PHEERASCRY B IR B LR A 2k

X B3
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reasoning process

I answer ]
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123 x 456 =7

& B oEESE (EH59%) A

Okay, so | need to multiply 123 by 456. Hmm, let's see. | remember that multiplying larger numbers can be

broken down into smaller parts, right? Maybe | can use the distributive property here. Let me think.
planning
First, | should probably write it out step by step. 123 times 456. Let me break down 456 into 400, 50, and 6.

That way, | can multiply 123 by each of those parts separately and then add them up. So, 123 x 400, 123 x 50,

and 123 x 6. Then add all those results together. That should work.
Verification (for a step)
Starting with 123 x 400. Well, 123 times 4 is 492, right? Because 100x4 is 400, 20x4 is 80, and 3x4 is 12.

Adding those together: 400 + 80 = 480, plus 12 i1s 492. So, 123 x 400 would be 492 with two zeros added at

the end, which makes 49,200. Got that part.



(sub)planning

Next up is 123 x 50. Hmm, multiplying by 50 is the same as multiplying by 5 and then adding a zero. So, 123 x
5. Let me calculate that. 100x5 is 500, 20x5 is 100, and 3x5 is 15. Adding those together: 500 + 100 = 600,
plus 15 is 615. Then add the zero to make it 50, so 6150. So, 123 x 50 equals 6,150. Wait, no, adding a zero
would make it 6150, right? Yeah, that's 6,150. Okay.

Now the last partis 123 x 6. Let's do that. 100x6 is 600, 20x6 is 120, and 3x6 is 18. Adding those: 600 + 120 =
720, plus 18is 738. So, 123 x 6 is 738.

Now | need to add up all these three results: 49,200 + 6,150 + 738. Let's add them step by step. First, 49,200 +
6,150. Let's see, 49,200 + 6,000 is 55,200. Then add the remaining 150: 55,200 + 150 = 55,350. Then add the
last part, 738. So, 55,350 + 700 is 56,050, and then +38 more is 56,088. Wait, is that right? Let me check again.

verification
Wait, 55,350 + 738. Let me break down 738 into 700 + 38. So, 55,350 + 700 is 56,050. Then add 38: 56,050 +

38. 56,050 + 30 is 56,080, then +8 is 56,088. Okay, so total is 56,088. So, 123 x 456 should be 56,088. Hi 5



verification + explore
But let me verify that again because it's easy to make a mistake in these calculations. Maybe another way to

check. Let's try multiplying 123 by 456 using the standard algorithm. Let me write it out:

123

First, multiply 123 by 6: 123 x 6 = 738. That's the same as before.

Then, multiply 123 by 50, which is 123 x 5 (615) and add a zero, making 6,150. That's the second line, shifted

one position to the left because it's the tens place.

Next, multiply 123 by 400, which is 123 x 4 (492) and add two zeros, making 49,200. That's the third line, v

shifted two positions to the left because it's the hundreds place.



Now, add them all together:
738

+6150

+49200

56,088 o
verification + explore

Yep, same result. So, that seems correct. But just to be absolutely sure, maybe | can use another method or

check with estimation. Let's see.




Estimation: 123 is approximately 120, and 456 is approximately 450. So, 120 x 450 = 54,000. But our answer is
56,088, which is a bit higher. That makes sense because we rounded both numbers down. 123 is 3 more than
120, and 456 is 6 more than 450. The exact product should be higher than 54,000, which matches our result of

56,088. So, the estimation gives a ballpark figure that seems reasonable.

Alternatively, maybe | can use the vertical multiplication method again step by step to confirm. Let's do that:
verification + explore

Multiplying 456 by 123:
Start with 456 x 3 = 1,368
Then 456 x 20 = 9120
Then 456 x 100 = 45,600

Add them together: 1,368 + 9,120 = 10,488; 10,488 + 45,600 = 56,088.



verification
Wait, that's another way to break it down. Instead of breaking down the first number, break down the second.

S0, 123 i1s 100 + 20 + 3. So, 456 x 100 = 45,600; 456 x 20 = 9,120; 456 x 3 = 1,368. Adding those gives 45,600
+ 9,120 = 54,720; 54,720 + 1,368 = 56,088. Same answer. So, that's reassuring.

Another cross-check: use calculator logic. Let me compute 123 x 456 step by step mentally. 123 x 400 =
49,200; 123 x 50 = 6,150; 123 x 6 = 738. Adding those gives 49,200 + 6,150 = 55,350; 55,350 + 738 = 56,088.

All right, consistent.

verification



Alternatively, maybe use the formula (a + b)(c + d) but that might complicate. Alternatively, use the difference

of squares? Probably not necessary here. Alternatively, use the fact that 123 x 456 = (100 + 20 + 3)(400 + 50

+ 6). Expanding term by term: S
verification + explore

100+*400 = 40,000

100*30 = 5,000 54,720 + 1,200 = 55,920

Wl =80 55,920 + 150 = 56,070

20*400 = 8,000 56,070 + 18 = 56,088.

20*50 = 1,000 . . AL .
Wow, that works too. So, breaking down each digit and multiplying each pair, then a

20#%6 = 120 gives the same result. So, all methods confirm that 123 x 456 = 56,088.

Therefore, I'm pretty confident the answer is 56,088. No steps seem to have errors,

cross-check to the same result. So, | think that's it.
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