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Orthogonal Matrix

* An nxn matrix Q is called an orthogonal matrix if
the columns of Q are orthonormal.

* Orthogonal operator: standard matrix is an
orthogonal matrix.

[cos@ —sin6

sinf cos@

orthogonal

Ag = ] is an orthogonal matrix.




Norm-preserving

* A linear operator is norm-preserving if

Tl = |lul] Forallu

Example: linear operator T on R? that rotates a vector by 0.
= Is T norm-preserving?

cosf —sinb
Ag = .
sinff  cosf
Example: linear operator T is reflection 4 = [1 0 ]
= Is T norm-preserving? 0 -1



Norm-preserving

* A linear operator is norm-preserving if

Tl = |lul] Forallu

1 O
0 O

Example: linear operator T is projection

= Is T norm-preserving? A= [

Example: linear operator U on R” that has an eigenvalue A = £1.



Norm-preserving

* Necessary conditions:

Norm- ____________ 4 Orthogonal
A ¢—
?2??

Matrix

Linear operator Q is norm-preserving

» lajf| =1 lajl| = [|Qej| = [|e]
» g;and q; are orthogonal | =5y azse:

la; + > =1|Qe; + Qejl|* = [|Qle; + €))||*= |le; + &|* = 2 = [|a/|* + [|a,l|*



Orthogonal Matrix

* Qis an orthogonal matrix

© QQT = I, Yoy ’}
e Q isinvertible,and Q~1 = QT

Qu- Qv = for any yand v (TR
* [[Qu|| = [lu]] for any u Q preserves norms

& Orthogonal
EEE—— Matrix

Norm-

preserving




Orthogonal Matrix
1

. e . = T .
* Qis an orthogonal matrix i 4j = 9 4
. QTQ — n% {i *j: 0
* Q isinvertible,and Q~1 = QT L=

*Qu-Qv =u-vfor anyj/and Vv Q"Q
 [|Qul| = ||ul| for any u i-j entry is q;" q;

O o 0v=(0WTov =uTQTQv =uTIv =uTv =u-v

e OQu-Qv=u-v = Qu-Qu=u-u
= [[Qull? = [lull* = ||Qull = |lul



Orthogonal Matrix

* Let P and Q be n x n orthogonal matrices
e detQ = +1 . .
. PQ is an orthogonal matrix Check by (PQ)™" = (PQ)

. Q is an orthogonal matrix Check by (Q~1)~! = (0~ YT
QT is an orthogonal matrix

Proof

%
= %
©) (@)= (@) = (@) L0 1 0.

Rows and columns




Orthogonal Operator

* Applying the properties of orthogonal matrices on
orthogonal operators

* T is an orthogonal operator
eT(u) - T(v) =u-vforalluandv

(TN = llull for allu

Preserves norms

* Tand U are orthogonal operators, then TU and
T—1 are orthogonal operators.



Example: Find an orthogonal operator T on R such that

1/v2]\ [0
T 0 =11
1//2] 0.
1/2 p ) Find A~ first
v=]| 0 vV =e, _1 T
Because A"~ = A
1/V2.
ERR V27N Also orthogonal
Al = |« 0 * } )
. 1/NZ 1/V2 1/42 0
'f T Al = 0 0 1
I 1/\/— ] 07 _—1/\/2 1/\/5 0]
1
—1/\/_ 0. = (AT

1/V2x, + 0xy + 1/V/2 x5 = 0



Conclusion

* Orthogonal Matrix (Operator)
* Columns and rows are orthogonal unit vectors
* Preserving norms, dot products
* Its inverse is equal its transpose
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Eigenvalues are real

* The eigenvalues for symmetric matrices are always
real.

Consider 2 x 2 symmetric matrices
How about more

a b general cases?
T 22

A=4 = e R
b ¢

det(A —tl,) = t* = (a+c)t + ac — b?

Since (a+¢)* —4(ac—b*)=(a—c)* +4b° >0

The symmetric matrices always have real eigenvalues.



. Symmetric matrix A
Eigenvalues are real

always has eigenvalue.

A symmetric matrix A has an eigenvalue 4 A =a+ bi

AV=0 = AV = v =P AD = ) =——— AT = )T

A=A
@) TAv =[A(5)" v a4 byl
()T Av v =|a, + b,i| # 0
\ (DTATy = (AD)T v e = b
_ (/Tﬁ)T . =[/T(17)T v] V=la, — byi

D=2 >0 = 1=1 =—> bH=0
= (a1)? + (b)?+ (ay)?+ (b)) + -



Orthogonal Eigenvectors

derca — o1 D

=(t—A)2a(t —1,)82 . (t — 1) 2&(... ...

Eigenvalue:

Eigenspace:

(dimension)




Orthogonal Eigenvectors

* Ais symmetric.

* If u and v are eigenvectors corresponding to
eigenvalues A and u (A # u)

m==) 1y and v are orthogonal.

= \u-V
—u-Alv

=Uu-uv



Diagonalization

ANIS
symmetric
P is an orthogonal matrix

€= :simple D is a diagonal matrix

‘ P~1AP =D
-)

NSNS Diagonalization

A = PDP?

P'AP =D

|

P'AP =D

A = PDP?

P consists of eigenvectors, D are eigenvalues



Als
- L . PTAP =D
Diagonalization Elulaie -

A:nxXn

* A haseigenvalued Au; = Au; u4 is unit vector

* Find an orthonormal basis {u{,u,,::-,u,} =B
eigenvector don’t care

by the Extension Theorem and Gram-Schmidt Process

B"AB =? (BTAB)T = BTAT(BT)T = BTAB symmetric

1

symmetric

BTABel — BTAu1 — BTAul = )[BTul

(U | (1] A
=A uZT ul :A O 0




Diagonalization

orth\o
BTAB =
) A’
sym
symmetric
C'BTABC =?




Diagonalization

A:nxXn

T pT —
C B ABC —? BITAIBI=

ortho ortho
A

( N L \
.. C'BTABC ...

=D



Diagonalization

* Example
27

A has eigenvalues A; =6 and A, =1,

with corresponding eigenspaces E,; = Span{[ -1 2]"}and

E,=Span{[2 1]"} -

orthogonal

—B,={[-1 2]"/V5}and B,={[2 1]"/~5}

1 |-1 2 6 0
P=— and D = :
6{2 J {o J



Example of Diagonalization of Symmetric Matrix

4 2 2 o —1 »
A—192 4 9 A = PDP
2 2 4 P is an orthogonal matrix
dy =2 independer_ﬂ Gram-

—1] [—1]) Schmidt (12| [1/V6 ]
Eigenspace:S'pan{ 11,10 }‘Sparu 1/72 | 1/V6 |

( ! normali L 0 1 1l-2/Vel)
A, =8 Not orthogonal Jation _ _
1 ( 1/\/§ )
Eigenspace:Span{ 1} — Span 1/\/§ ‘
. 11) normalization \L1/+/31)

1 /32 1/V6 1/V3
P=11/y2 1/V61/¥3| D=
0 —2/V61//3.

oo N
oN O
o O




Diagonalization

P is an orthogonal matrix

Ais maas——)
P"AP =D
4—-
A = PDPT

P consists of eigenvectors , D are eigenvalues

Finding an orthonormal basis consisting of eigenvectors of A



Diagonalization of
Symmetric Matrix 7 T

U-V; Uy U - vy
Orthonormal n
basis ;
lvlg ee——) | IT(v)]R

simple
- Eigenvectors form -
the good system
Properly Properly

selected selected

A= PDP1

% — T (v)

A Is symmetric



Spectral Decomposition

Orthonormal basis

A = PDP’ letP=[u; u, --- u,]and D=diag[A; X, -+ A, ].
=Pl 81 M@, - Ay, ]P'

=[}L1Pe1 7\«2PE2 KnPen]PT

ui nxl 1xn
=LAy Auy 2,12 (]
l

= AP + A,P, + -+ A, P, P; are symmetric




Spectral Decomposition

Orthonormal basis

A =PDP" LetP=[uj u, --- u,Jand D=diag[A; A, - A, ].

— A]_P]_ + AZPZ + -+ Anp«n
rank P, = rank u-u,-T =1.

l

LE=uww; wu; = uu;
PP =uu;uu; =0
ru; = U,
P,-uaj =0



Spectral Decomposition

* Example

A= [_34 :;L Find spectrum decomposition.

Eigenvalues A, =5 and A, = —5. P, = ujul

An orthonormal basis consisting of
eigenvectors of A is

{[ 2/\/—] [1/\/_} P, = uyu;
1/\/' 2/\/_

A=/‘I,1P1+A,2P2



Conclusion

* Any symmetric matrix
* has only real eigenvalues
* has orthogonal eigenvectors.
* is always diagonalizable

P is an orthogonal matrix
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