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* Speech Recognltlon

f( - smdi— )= “How are you”

* Image Recognltlon

* Playing Go

f(

e Dialogue System

) _ 115_5);

(next move)

f( “How areyou?” )= “lam fine.”
(what the user said)  (system response)
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Supervised Learning
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Supervised v.s. Reinforcement

e Supervised:

Next move: Next move:
115_5” 113_3”
e Reinforcement Learnin
& (Reward)
First move » ...... many moves ...... » Win!

Alpha Go is supervised learning + reinforcement learning.
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R = 5% — Gradient Descent

Deep Learning Framework
(3/26 PyTorch #2 - EitF)
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Meta Learning = Learn to learn

* Now we design the learning algorithm

4
program
for learning

| can learn!

©
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* Can machine learn the learning algorithm? | can learn!

) for learning
for learning

program desgnmgH Srogram F’%
program ‘..
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In order to train AlphaStar, we built a highly scalable distributed training
setup using Google's v3 TPUs that supports a population of agents
learning from many thousands of parallel instances of StarCraft Il. The
AlphaStar league was run for 14 days, using 16 TPUs for each agent.
During training, each agent experienced up to 200 vegrs of real-time
StarCraft play. The final AlphaStar agent consists of the components of
the Nash distribution of the league - in other words, the most effective
mixture of strategies that have been discovered - that run on a single
desktop GPU.

e — — ——
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2 116 231 346 462 578 693 808 924
Amount of game experience (in hours)

http://web.stanford.edu/class/psych209/Readings/LakeEtAIBBS.pdf
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BB (Life-long Learning)

| can solve | can solve | can solve
task 1. tasks 1&2. tasks 1&2&:3.

O
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Task 1 Task 2 Task 3

Life-Long Learning (&% &), Continuous Learning,
Never Ending Learning, Incremental Learning
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