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Learning Map

The output of the target
function f is “scalar”.

s LK - PM2.5
?E/EU YER |- 4-PM2.5 HH K _F4-PM2.5
PM25 . (scalar) L1

Training Data:

Regression

Input: Output:
9/01 4 PM2.5=63 9/02 4 PM2.5=65 9/03 -4 PM2.5 = 100
Input: Output:

9/12 -4+ PM2.5=30 9/13 4 PM2.5=25 9/14 4+ PM2.5=20
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Classification

* Binary Classification * Multi-class
Classification

Yes or No Class 1, Class 2, ... Class N

1 1

Input Input



Binary Classification

Spam /E‘é‘;ﬁ\fmh“\ .
filtering M » Function »Yes/No
- / .
PR e Yes
’ ’ “ HW?2
Training e
Data . No

(http://spam-filter-review.toptenreviews.com/)



Multi-class Classification

Document
Classification

http://top-breaking-news.com/
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Deep
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Classification - Deep Learning

* Image Recognition Training Data

Convolutional Neural “monkey”
. ‘monkey”

Network (CNN) B/ "

_— “cat” Y
» Function »

lldog”

Each possible
object is a class




Classification - Deep Learning

* Playing GO
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Next move

Each position

is a class
(19 x 19 classes)

me2pnREIERIRSR

v.s. (HEER




Classification - Deep Learning

PL_ Next move

* Playing GO - Each position
Rl gt is a class

5 5 ctr (19 x 19 classes)

Training Data L vs. (HER
HLS5YH — M RjT— H: 5

Input: Output:
M5 EE— Tt
Input: Output:

L5y [ Ay —



Learning Map

Linear
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Training Data:

Deep SVM, decision
Learning tree, K-NN ... Input/output
pair of target
function
Function

output = label



Semi-supervised Learning

For example, recognizing cats and dogs

Labelled
data

Unlabeled
data




Learning Map

Linear
\Yi[eYel=]

Deep SVM, decision
Learning tree, K-NN ...




Transfer Learning

For example, recognizing cats and dogs

Labelled
data

Data not related to the task considered
(can be either labeled or unlabeled)
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Unsupervised Learning

* Machine Reading: Machine learns the meaning of
words from reading a lot of documents

http://top-breaking-news.com/



Unsupervised Learning

 Machine Reading: Machine learns the meaning of
words from reading a lot of documents

Apple Training data is a lot of text
— e

| E.

| o L &l

https://garavato.files.wordpress.com/
2011/11/stacksdocuments.jpg?w=490



Unsupervised Learning

Ref: https://openai. com/blog/generatlve models/

-




Unsupervised Learning

* Machine Drawing

? |OOcoded O] Training data is a lot of image
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Structured Learning
- Beyond Classification
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Speech Recognition

Ak oS EEL A ‘ ‘ “Machine Learning”

Machine Translation

N2
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Reinforcement Learnin

nature

i L L TRE S T Rl PR LT L e THE INTERNATIONAL WEEKLY JOUR

At last — a computer program that
can beat a champion Go player PAGE484
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Supervised v.s. Reinforcement

* Supervised 8ﬁ “Hello” ] Say “Hi”

Learning from
teacher

* Reinforcement

8 “Bye bye”] Say “Good bye”

5~

Learning from

Hello ©

critics



Supervised v.s. Reinforcement

e Supervised:

»%. Next move:

Next move:
115_5” ll3_3”
* Reinforcement Learning
First move » ...... many moves ...... » Win!

Alpha Go is supervised learning + reinforcement learning.




- scenario - task - method
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