Recurrent Neural
Network (RNN)



Example Application

* Slot Filling

3

! | would like to arrive Taipei on November Z”d.]

¥

ticket booking system
/

Destination: Taipei

Slot <

time of arrival: November 2nd



Example Application

Solving slot filling by %
Feedforward network? 1
Input: a word I

(Each word is represented
as a vector)

Taipel :>|_X1




1-of-N encoding

How to represent each word as a vector?

1-of-N Encoding lexicon = {apple, bag, cat, dog, elephant}

The vector is lexicon size. apple = :_1 0 0 0 O]
Each dimension corresponds bag =[0 1 0 0 0]
to a word in the lexicon cat =[0 0 1 0 O
The dimension for the word dog =[0 0 0 10
is 1, and others are O elephant =[0 0 0 O 1]




Beyond 1-of-N encoding

Dimension for “Other” Word hashing
apple @ 0 a-a-a 0 \
bag & 0 a-a-b 0
cati@® o app (1
dog () 0 i i > 26X26X26
elephant £ 0 p-l-e Q&
5 p-p-l (1
“other” ax 1 . : “ ”
/\ : ) w="a ple

w = “Gandalf” w = “Sauron”



Example Application time of

dest departure

Solving slot filling by Y1 Y2
Feedforward network? | 1

Input: a word I I

(Each word is represented
as a vector)

Output: I I

Probability distribution that + 4
the input word belonging to
the slots

Taipei :>|_X1 xz—‘




Example Application time of

dest depa rture

Aarrive|Taipei on November 2nOI

other  dest other time  time @ @
>

illeavelTa!pei on November 2”0'] @

place of departure

Neural network Taipei “ X \
needs memory!




Recurrent Neural Network (RNN)

Y1 Y

The output of hidden layer } }

are stored in the memory.

W

a,

>

X
A
>

Memory can be considered X, X,
as another input.



Input sequence:

1
Exam P le output sequence: i

W
given Initial < 2

values ! ! / /

~—

All the weights are “1”, no bias

1 1
All activation functions are linear



Input sequence:

1
:1:
Exam P le output sequence: i [12

12
Y1 Y2
t 12 112
4 /
store X
O</6 6
2 2 A /

All the weights are “1”, no bias

All activation functions are linear



Input sequence:

Example

output sequence:

ol e

Changing the sequence 32

order will change the output.

store X
L~ 16

Y1

6\6 /4

All the weights are “1”, no bias

2
All activation functions are linear

16

/




R N N The same network is used again and again.

Probability of Probability of Probability of
“arrive” in each slot  “Taipei” in each slot  “on” in each slot

store

s

R
:

X3

arrive Taipei on November 2“0']




R N N Different
in each slot

Prob of “leave”
in each slot

t 1 tore
s
Xl

leave

Prob of “arrive”
in each slot

Prob of “Taipel’
in each slot

The values stored in the memory is different.



Of course it can be deep ...




Elman Network & Jordan Network

EIman Network Jordan Network

t+1
Y




Bidirectional RNN




Long Short-term Memory (LSTM)

Other part of the network

Special Neuron:
4 inputs,
1 output

“ Forget Signal control
the forget gate
(Other part of

the network)

Signal control
the output gate

(Other part of
the network)

Output Gate

Signal control
the input gate
(Other part of
the network)

Input Gate

Other part of the network



d a=h(c)f(z)

Z 44 ) multipl
7 '/f-/'Dutput Gat:’ p y

f(2,)

Input Gate

z ___@ f(z;) >,g(Z)f(Zi)

multiply
9(2)

Forget Gate

c f(z)

cf (zr)

Activation function f is
usually a sigmoid function

Between O and 1

Mimic open and close gate

-~ Zf

¢ = g@Df @) + cf (z)

Block

1,



LSTM - Example

0 0 3 3 7 7 7 0 6
X1 1 3 2 4 2 1 3 6 1
X2 0 0 o o [1 [ o
x; O 0 0 0 0 1 0 O 1

y o o o o o [7z71 o o [s

When x, = 1, add the numbers of x, into the memory
When x, = -1, reset the memory

When x; = 1, output the number in the memory.



A

Forget Gate

Block

4+ —»
‘/f- Output Gate

1




Forget Gate

Block

4+ —»
‘/f- Output Gate

0
0

0
-10

3
1
0
1




Forget Gate

Block

4+ —»
‘/f- Output Gate

0
0

0
-10

4
1
0
1




Forget Gate

Block

4+ —»
‘/f- Output Gate

0
0

0
-10

2
0
0
1




Forget Gate

Block

4+ —»
‘/f- Output Gate

0
0

0
-10

1
0
1
1




Forget Gate

Block

4+ —»
‘/f- Output Gate

0
0

0
-10

3
-1
0
1




Original Network:

»Simply replace the neurons with LSTM

Xy X5 Input



4 times of parameters X X, Input




Ct-l

vector




LSTM







Multiple-layer
LSTM

Don’t worry if you cannot understand this.
Keras can handle it.

Keras supports o
“LSTM”, “GRU”, “SimpleRNN" layers |

This is quite
standard now.

https://img.komicolIe.org/2015 09- 20/src/1442696762713l.glf



Learning Target

other dest other

Training /

Sentences: arrive Taipei on November 2“0']

other dest other time time



Learning

Backpropagation
through time (BPTT)

copy

W« w —ndL / ow X, X,



Bk EARFY [F22

et EERGR

Unfortunately ......

* RNN-based network is not always easy to learn

Real experiments on Language modeling

« sometimes

Lucky

>4

8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Epoch

Total Loss

=
[
.
P
Lr
oy
]



The error surface is rough

Total Loss

[Razvan Pascanu, ICML'13]



Why?

w=1 ) Large Small
w=101 = ~ dL/ow Learning rate?
w=0.99 == -~ small Large
w=0.01 ==) ~ dL/ow Learning rate?
— 999
1 2 3 y1000

—
H




Helpful Techniques

* Long Short-term Memory (LSTM)
e Can deal with gradient vanishing (not gradient
explode) N

» Memory and input are —()
added

» The influence never disappears
unless forget gate is closed

Output Gate

No Gradient vanishing
(If forget gate is opened.) —

Gated Recurrent Unit (GRU):

simpler than LSTM

[Cho, EMINLP’14] T



Helpful Techniques

Structurally Constrained
Recurrent Network (SCRN)

Clockwise RNN

[Jan Koutnik, JMLR’14] [Tomas Mikolov, ICLR"15]

Vanilla RNN Initialized with Identity matrix + ReLU activation
function [Quoc V. Le, arXiv’15]

» Outperform or be comparable with LSTM in 4 different tasks



More Applications ......

Probability of Probability of Probability of
“arrive” in each slot  “Taipei” in each slot  “on” in each slot

2

Input and output are both sequences |
with the same length

X2 X3

arrive Taipei on November 2”0']




Many to one

* Input is a vector sequence, but output is only one vector

Sentiment Analysis ‘ IR

@ 7%
= =]
%TE%BEE%%J EHEp AT | | EmERE J @

BIESE ... | | =3
— — @ 4%
Positive (IFE5) Negative (&%8) Positive (1F35) ‘ 7

v H

S
==

~




I\/I a ny to O n e [Shen & Lee, Interspeech 16]

* Input is a vector sequence, but output is only one vector

< 10,
Key Term - > > >
. Key Terms:
Extraction 4 4 4 2 4 DNN, LSTN
vV, 'V, V5 v, V;
i S S ; 7S
Embedding Layer
| | | | |
document 3 G I IR, O
Embedding Layer A
vy ¥ ¥ ¥ v
Vi Vp V3 1V Vs ZV'
O—O—00— o




Many to Many (Output is shorter)

* Both input and output are both sequences, but the output
is shorter.

* E.g. Speech Recognition

Problem?

Output: “%F%

7%=” (character sequence)

1

Why can’t it be

b

7 =))
=

9f S5

%%%%%

111

P11t

(vector
Input:
sequence)

ANl e Rl



Many to Many (Output is shorter)

* Both input and output are both sequences, but the output
is shorter.

e Connectionist Temporal Classification (CTC) [Alex Graves,

ICML'06][Alex Graves, ICML 14][Hasim Sak, Interspeech’15][Jie Li,
Interspeech’15][Andrew Senior, ASRU’15]

whzfer  Add an extra symbol “Q”  “fpjrin
' representing “null”

_H

i b 1 bbb i o 1 4
| |

SEERERE RN
JH 1111

I 1

B b
|
1]



Many to Many (Output is shorter)

* CTC: Training I I I I I I
o o B ¢

¢ ¢
Acoustic I I I I I I
Features: I I I I I
=
Label: % 1% oo e
All possible alignments are I I I I I I
considered as correct. g b b P fE P



Many to Many (Output is shorter)

* CTC: example

HIS FRIEND’S
A
4
Hod1S_ddddddF ORI DGOPPPHEND 5-

o

Graves, Alex, and Navdeep Jaitly. "Towards end-to-end speech recognition with
recurrent neural networks." Proceedings of the 31st International Conference on
Machine Learning (ICML-14). 2014.

probability
[

o




Many to Many (No Limitation)

e Both input and output are both sequences with different
lengths. - Sequence to sequence learning

* E.g. Machine Translation (machine learning>123£83)

Containing all
information about
input sequence

l
8u!u193|7

aulysew —



Many to Many (No Limitation)

e Both input and output are both sequences with different
lengths. - Sequence to sequence learning
4 ELE EX

* E.g. Machine Translation (machine learning>123£83)

BN BN\ 2\ B\ E M
1\ 1\ 1\ 1\ T\1
VAAVRVIRVIRY.

Don’t know when to stop

|

aulydew .
duluies| —




Many to Many (No Limitation)

PEREFE R pUEHE S TPy —FRERIR DT - BLHERS A S DUE SR A [E]
B EHESC TR BT SRR - EDUAREDE
FEA A RE R ER)



Many to Many (No Limitation)

e Both input and output are both sequences with different
lengths. —> Sequence to sequence learning

* E.g. Machine Translation (machine learning>f#z328%)

alatatat

T ! T

vV

Q Q

% g Add a symbol “===" (&)
D 0Q

[llya Sutskever, NIPS’14][Dzmitry Bahdanau, arXiv’15]



https://arxiv.org/pdf/1612.01744v1.pdf

Many to Many (No Limitation)

e Both input and output are both sequences with different
lengths. - Sequence to sequence learning

* E.g. Machine Translation (machine learning>f#z328%)

com-bien codte le pe- tit dé- jeu- ner?

& T L

R '3}'2‘\ A,
how I
how
E— much I

is s

breakfast - breakfast

7 7
(a) Machine translation alignment (b) Speech translation alignment

Figure 1: Alignments performed by the attention model during training



Beyond Sequence

* Syntactic parsing

S
|
John has a dog . — NP /VP\ :
| pd N
NNP VBZ NP
. e N
john has pT NN
a dog
Johnhasadog.  — (S (NP NNP )xp (VP VBZ (NP DT NN )xp Wvp - )s

Oriol Vinyals, Lukasz Kaiser, Terry Koo, Slav Petrov, Ilya Sutskever, Geoffrey Hinton,
Grammar as a Foreign Language, NIPS 2015



Sequence-to-seguence
Auto-encoder - Text

* To understand the meaning of a word sequence,
the order of the words can not be ighored.

white blood cells destroying an infection positive

J b -

exactly the same bag-of-word d|ffer§nt
meaning

-
an infection destroying white blood cells » negative



Sequence-to-sequence
Auto-encoder - Text

food any find didn't she . hungry was  Mary

ot P W o

Decode
"]
. Encode
Mary was hungry . she didn't find any food

Li, Jiwei, Minh-Thang Luong, and Dan Jurafsky. "A hierarchical neural autoencoder
for paragraphs and documents." arXiv preprint arXiv:1506.01057(2015).



Sequence-to-sequence
Auto-encoder - Text

food any find didn’t she o hungry was Marry

Decode-Wond ‘4‘

Decode-Sentence

Encode-Sentence r4 . ‘;"":%.

Encode-Word

Mary was hungry . she didn't find any food

Li, Jiwei, Minh-Thang Luong, and Dan Jurafsky. "A hierarchical neural autoencoder
for paragraphs and documents." arXiv preprint arXiv:1506.01057(2015).



Sequence-to-seguence
Auto-encoder - Speech

* Dimension reduction for a sequence with variable length

audio segments (word-level) ‘ Fixed-length vector
dog

i

never
dog

‘ r | @ Yu-An Chung, Chao-Chung Wu, Chia-Hao Shen ever
Hung-Yi Lee, Lin-Shan Lee, Audio Word2Vec:
dogs Unsupervised Learning of Audio Segment

n ver
Representations using Sequence-to-sequence |
Autoencoder, Interspeech 2016 j

ever

ever



Sequence-to-seguence

Auto-encoder - Speech

Audio archive divided into variable- Off-line
length audio segments

| Audio
He *
’ w‘ mﬂ‘m =P Segment to | |

N-‘ TSN P Vector

Audio
ﬂ" +44 =P | Segment t0  m—)y [l =—) Slmllarlty
spoken Vector ‘

Quer
! On-line Search Result




Sequence-to-sequence
Auto-encoder - Speech

EE—

| vector
RS
audio segment

RNN Encoder The values in the memory
1 represent the whole audio

segment
—] — ;
ﬂ The vector we want

1 1t 1

| | | | How to train RNN Encoder?

o-000

X, acoustic features

”WWW*HWMW audio segment



Sequence-to-sequence
Auto_e nCOd er Input acoustic features

The RNN encoder and

decoder are jointly trained.
Y1 Y, Y3 Ya

RNN Encoder p A

. |
?\ VALYV

I I I RNN Decoder

X, acoustic features

”’WM‘*W audio segment



Sequence-to-sequence
Auto-encoder - Speech

* Visualizing embedding vectors of the words

0.3 I |
0.25
0.2

-0.05F :
new

-0.11
-0.15F

_ ! ! ! ! ! ! ! | ! ! !
0'2—0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2 0.25



Demo: Chat-bot

W | am fine <EOL>

— L |
~ET

How are you <EQOL>

LSTM Encoder LSTM Decoder

SN 2T

BEH £ (~40,000 sentences) ~ E[EH]4

CI




Demo: Chat-bot

* Develop Team
* Interface design: Prof. Lin-Lin Chen & Arron Lu
* Web programming: Shi-Yun Huang
e Data collection: Chao-Chuang Shih

System implementation: Kevin Wu, Derek Chuang, & Zhi-
Wei Lee (Z2E(4%), Roy Lu (EAH )
System design: Richard Tsai & Hung-Yi Lee

NTU

center




Demo: Video Caption Generation

P ox 420/6:44

Il ox 314/644

A group of people is A group of people is
knocked by a tree. walking in the forest.




Demo: Video Caption Generation

e Can machine describe what it see from video?

* Demo: BAEEE R E R AR - EAah -
= TR 5

- Video: JEFRI - HHHLT  SHITF - EFE




Demo: Image Caption Generation

* Input an image, but output a sequence of words
[Kelvin Xu, arXiv’15][Li Yao, ICCV’15]

A vector
for whole . .
"\ 1\1\ NC

Caption Generation




Demo: Image Caption Generation

e Can machine describe what it see from image?

* Demo: & K E

o~ BRZEZL

51 £ N

JL

T

MRZER ~ TR

MTK BB AT



http://news.ltn.com.tw/photo/politics/breakingnews/975542 1




Attention-based Model

What you learned Breakfast
1n these lectures today
What is deep
learning?

summer
vacation 10
years ago

Answer«

http://henrylo1605.blogspot.tw/2015/05/blog-post_56.html



Attention-based Model

4 DNN/RNN > output

Reading Head
Controller

Reading Head

Machine’s Memory

Ref:
http://speech.ee.ntu.edu.tw/~tlkagk/courses/MLDS 2015 2/Lecture/Attain%20(v3).e
cm.mp4/index.html



Attention-based Model v2

Input 4 DNN/RNN > output

Reading Head Writing Head
Controller Controller

Reading Head

Writing Head

- Machine’s Memory

Neural Turing Machine



Reading Comprehension

— DNN/RNN —

Reading Head
Controller

Semanti

e

Each sentence becomes a vector.




Reading Comprehension

* End-To-End Memory Networks. S. Sukhbaatar, A. Szlam, J.
Weston, R. Fergus. NIPS, 2015.

The position of reading head:

Story (16: basic induction) Support| Hop1 | Hop 2 | Hop 3
Brian is a frog. yes 0.00 0.98 0.00

Lily is gray. 0.07 0.00 0.00

Brian is yellow. yes 0.07 0.00 1.00

Julius is green. 0.06 0.00 0.00

Greq is a frog. YESs 0.76 0.02 0.00

What color is Greg? Answer: yellow Prediction: yellow

Keras has example:
https://github.com/fchollet/keras/blob/master/examples/ba
bi_memnn.py



Visual Question Answering

Al System g BEEREGEE

What is the mustache
made of?

source: http://visualqa.org/



Visual Question Answering

— DNN/RNN —

Reading Head
Controller

A vector for
each region



Speech Question Answering

* TOEFL Listening Comprehension Test by Machine
* Example:
Audio Story: (The original story is 5 min long.)
Question: “ What is a possible origin of Venus’ clouds? ”
Choices:
(A) gases released as a result of volcanic activity

(B) chemical reactions caused by high surface temperatures

(C) bursts of radio energy from the plane's surface

(D) strong winds that blow dust into the atmosphere



I\/lOde‘ Architectu re from training examples

...... It be quite possible that this be
Answer — due to volcanic eruption because
— volcanic eruption often emit gas. If
that be the case volcanism could very

well be the root cause of Venus 's thick

Select the choice most

similar to the answer cloud cover. And also we have observe
burst of radio energy from the planet
Question m 's surface. These burst be similar to
Semantics whaa we see when volcano erupt on
earth ......

Speech
Recognition

*

Question: “what is a possible
origin of Venus’ clouds?"

Audio Story:




Accuracy (%)

Experimental setup:

: : 717 for training,
S| 11 p I e Basel INES 124 for validation, 122 for testing

(2) select the shortest (4) the choice with semantic
choice as answer most similar to others

Naive Approaches



Accuracy (%)

Memory Network

Memory Network: 39.2%

(proposed by FB Al group)

Naive Approaches



Accuracy (%)

[Tseng & Lee, Interspeech 16]

Proposed ApproaCh [Fang & Hsu & Lee, SLT 16]

Proposed Approach: 48.8%
Memory Network: 39.2%

(proposed by FB Al group)

Naive Approaches



To Learn More ......

* The Unreasonable Effectiveness of Recurrent
Neural Networks

 http://karpathy.github.io/2015/05/21/rnn-
effectiveness/
* Understanding LSTM Networks

* http://colah.github.io/posts/2015-08-
Understanding-LSTMs/



Deep & Structured



RNN v.s. Structured Learning

* RNN, LSTM e HMM, CRF, Structured
e Unidirectional RNN Perceptron/SVM
does not consider the * Using Viterbi, so consider
whole sequence the whole sequence ?

e Cost and error not e How about

always related Bidirectional RNN?

. 3
Dee * Can explicitly consider

the label dependency
* Costis the upper bound

of error




Integrated Together

HMM, CRF,
Structured

Perceptron/SVM

Explicitly model
the dependency

* Costis the upper
bound of error

http://photo30.bababian.com/upload1/20100415/42E9331A6580A46A5F89E98638B8FD76.jpg



Integrated together
* Speech Recognition: CNN/LSTM/DNN + HMM

L-1 L
PCy) = P(lstart) | | POraaly) Plendly)) | | PGaiy)
=1 =1

P(alx) P(b|x) P(c|x) .- P(x,
RN B PQxly) = }(:Zlyl);l)

! RN
...... —> RNN —> :c:-- =P(yl|xl)pE a

P(y1)



Integrated together

* Semantic Tagging: Bi-directional LSTM +
CRF/Structured SVM

""" H > w - p(x,y)
f
...... —— RNN — ==
T |
...... —— RNN —> =+ Testing:
! y = argmaxw-¢(x,y)

yeY



s structured learning practical?

« Considering GAN Problem 3: you know
how to learn F(x)

Real x
Noise \ Discri-
From — Generator —mm x — : — 1/0
. minator
Gaussian Generated

Evaluation

Inference:
Function

F(x)

X = arg max F(x)

Problem 2 Problem 1



s structured learning practical?

Real

e Conditional GAN
(x,y) pair \

Generator — vy

D.ISCFI- 1/0
minator

This flower has small, round violet
petals with a dark purple center

e

E D@ ()

This flower has small, round violet
petals with a dark purple center

%—lw)

.
/’ § J‘ > A '\-\-- B o :\-\ ------
I RN . R L | | (N DU R .
i ) e b N o9 " L | Ymmm— -
AN J’\ ((), l) o Rt ‘. \ ‘,1 \‘ Y .!‘ S ! \I P 7
‘ - — ~ 15 | a% L RNY I |

awee & N B § oo S =t .- -~

- teieiof [P & o ol o . S S .
g ), A} ‘ e Ny

T P o { e ot -~ >
o 4 L %

- - | NYe el | GSasaaas -

Discriminator Network

Generator Network



Sounds crazy?
People do think in this way ...

e Connect Energy-based model with GAN:

A Connection Between Generative Adversarial Networks,
Inverse Reinforcement Learning, and Energy-Based
Models

* Deep Directed Generative Models with Energy-Based
Probability Estimation

* ENERGY-BASED GENERATIVE ADVERSARIAL NETWORKS

* Deep learning model for inference

* Deep Unfolding: Model-Based Inspiration of Novel Deep
Architectures

e Conditional Random Fields as Recurrent Neural
Networks



Machine learning and having it
deep and structured (MLDS)

o F1 ML HYARH

* (EEEHIMLE

MLDS F

i E

A TE YA (DNN, CNN L.) > £F

S SR

o ZURIZE © “Deep Learning”
(http://www.deeplearningbook.org/)

 Part Il I2&# deep learning ~ Part Ill Fi &5 structured
learning

e Part II: Modern Practical Deep Networks

o Part [II: Deep [Learning Research

o 6 Deep Feedforward Networks
o 7 Regularization for Deep [ earning

8 Optimization for Training Deep Models

Q

o O o O

9 Convolutional Networks

10 Sequence Modeling: Recurrent and Recu

11 Practical Methodology

12 Applications

o o o} o o o} o o

13 Linear Factor Models

14 Autoencoders

15 Representation [ earning

16 Structured Probabilistic Models for Deep [earning
17 Monte Carlo Methods

18 Confronting the Partition Function

19 Approximate Inference
20 Deep Generative Models



http://www.deeplearningbook.org/

Machine learning and having it
deep and structured (MLDS)

« FTETEZEEL 2~ 4 N—24H » n]DURAHIF 1% —HEAR &
* MLDS EV{ESERT Z A [E]

* RNN ({2 Fif MLDS Y ={E{FZE & ~—1E) ~ Attention-
based model - Deep Reinforcement Learning ~ Deep
Generative Model - Sequence-to-sequence learning

+ MLDS WIBERBHACHNG - DA A BLArHI% » (EEofIpzs
(DN (o] R )



