Unsupervised Learning:
Generation
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Creation

* Generative Models:
https://openai.com/blog/generative-models/
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https://www.quora.com/What-did-Richard-Feynman-mean-when-he-said-What-I-
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Creation

Now
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Machine
draws a cat

http://www.wikihow.com/Draw-a-Cat-Face



Generative Models

Component-by-component

Autoencoder

Generative Adversarial Network
(GAN)




Component-by-component

* Image generation
LY v L

E.g. 3 x 3 images

snn s =
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Can be trained just with a large collection of images
without any annotation



Component-by-component

Can be trained just with a large collection of images
without any annotation



Practicing Generation Models:
Pokémon Creation

* Small images of 792 Pokémon's
e Can machine learn to create new Pokémons?

Don't catch them! Create them!

e Source of image:

http://bulbapedia.bulbagarden.net/wiki/List_of Pok%C3%A
9mon_by base stats (Generation_VI)

Original image is 40 x 40 & .
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Practicing Generation Models:
Pokémon Creation

* Tips (?)

» Each pixel is represented by 3 numbers (corresponding

to RGB)
- R=50, G=150, B=100

» Each pixel is represented by a 1-of-N encoding feature

Clustering the similar color ‘ 167 colors in total



Practicing Generation Models:
Pokémon Creation

e Original image (40 x 40):
http://speech.ee.ntu.edu.tw/~tlkagk/courses/ML_2016/Pokemon_creation/ima
ge.rar

* Pixels (20 x 20):
http://speech.ee.ntu.edu.tw/~tlkagk/courses/ML_2016/Pokemon_creation/pixe
| color.txt

* Each line corresponds to an image, and each number corresponds to a pixel
* http://speech.ee.ntu.edu.tw/~tlkagk/courses/ML_2016/Pokemon_cre

ation/colormap.txt e e
/,¢5345:>¢oo
\0/535353
0000000000000000000000 1 49 45 45
0001541 34 0015000000000 00 /186186186
0000120000000000000000 2 51 51 51
0000000144 744245100000000 54 54 54
000000012180 88100000000 187 187 187
00000123183522052000000 a3 83 83
33 34 93 93 85 95 38 96 37 98 93 99 &7 39 3 e
0000001106 106 106 106 106 &1 107 0 60 5162
251 251 251
$2 S2 52

* Following experiment: 1-layer LSTM, 512 cells


http://speech.ee.ntu.edu.tw/~tlkagk/courses/ML_2016/Pokemon_creation/image.rar
http://speech.ee.ntu.edu.tw/~tlkagk/courses/ML_2016/Pokemon_creation/pixel_color.txt
http://speech.ee.ntu.edu.tw/~tlkagk/courses/ML_2016/Pokemon_creation/colormap.txt
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Drawing from scratch

Pokémon Creation

Need some randomness
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Ref: Aaron van den Oord, Nal Kalchbrenner, Koray

P |Xe‘ R N N Kavukcuoglu, Pixel Recurrent Neural Networks,

arXiv preprint, 2016




More than images ......
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Audio: Aaron van den Oord, Sander Dieleman, Heiga Zen, Karen Simonyan, Oriol
Vinyals, Alex Graves, Nal Kalchbrenner, Andrew Senior, Koray Kavukcuoglu,
WaveNet: A Generative Model for Raw Audio, arXiv preprint, 2016

Video: Nal Kalchbrenner, Aaron van den Oord, Karen Simonyan, Ivo
Danihelka, Oriol Vinyals, Alex Graves, Koray Kavukcuoglu, Video Pixel Networks ,
arXiv preprint, 2016



Generative Models

Component-by-component

Autoencoder

Generative Adversarial Network
(GAN)




Auto-encoder

As close as possible
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Review: Auto-encoder
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Review: Auto-encoder
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Auto-encoder

Input » Encoder » » Decoder »output

code
VAE
m,
m,
mput» i's % €1 NN
output
(0J)) 3
03

. c; = exp(o;) X e; + my
From a normal 1

_ e
distribution E
€3

3
D (exp(a) = (1 +0) + (m)?)
=1



Why VAE?

m,

m;
input »
Encoder 04

The variance of noise is
automatically learned

What will happen if we only
minimize reconstruction error?

Original
Intuitive Reason m, Code Code with

exp

noise

» De?ci\lder »output

3
D (exp(an) = (1 + ) + (m)?)
=1



What will happen if we only

\/\/hy \/AE? minimize reconstruction error?

Original
— Code with
| noisy

» De?cl\lder »output

We want g; close to O
(variance close to 1)

3
D (exp(a) = (1 + ) + (m)?)
=1

—

HEEEEEEENEE L2 regularization




Why VAE?

Intuitive Reason
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Warning of Math



Gaussian Mixture Model How to sample?

m~P(m) (multinomial)

P(x) = 2 P(m)P(x|m) m is an integer

P(x)

P(m)

x|m~N(u™, ™)

Each x you generate is from a mixture

Distributed representation is better
than cluster.




VAE

—— z~N(0,1) z is a vector from normal distribution
Each dimension of z
x|z~N(,u(z), U(Z)) represents an attribute

o, 1)
8§ 5(2)

-~

P(x) =fP(Z)P (x|z)dz

Even though z is v

from N (0, 1), P(x) _ y Infinite Gaussian

can be very complex /RN

P(x)

Z



Maximizing Likelihood

P(x) = j P(z)P (x|z)dz

L = z ;ogP(x)

P(z) is normal distribution

x|z ~ N(,u(z), a(z))

u(z),o(z) is going to be estimated

Tuning the parameters to
maximize likelihood L

We need another
distribution g(z| x)

Z|x ~ N(,u’(x), 0’(x))

2 mp
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Encoder
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8 5(2)




Maximizing Likelihood

P(z) is normal distribution

P(x) = f PP (x|D)dz X7~ N(u@),0()
u(z),a(z) is going to be estimated
L= Z logP(x)

logP(x) = j ALY 1 dC Al A(Z]X) cCanbeany distribution

’ P(z,x) B P(z,x) q(z]x)
=fq(z|x)log <P(z|x)> dz —Jq(zlx)log (q(zlx) P(z|x)) dz
q(z|x)

P(z|x

* KL(q(z|0)[|P(z]x))
> [ ataonag (PEDED)
J q(z|x) :

dz

P
=Zf q(z|x)log (qﬁzljcc))) dz+ | q(z|x)log




Maximizing Likelihood

logP(x) = Ly + KL(q(z x)||P(z|x))

L, = f 1(z10)log <P(X Z)P(Z)> 4, Find P(x|2) and q(z|x)

q(z|x) maximizing L,

Z

KL

> <

logP(x)

) o)
Lp

Maximize L,
L, bya(zlx)

q(z|x) will be an approximation of p(z|x) in the end



Maximizing Likelihood

P(z) is normal distribution

P(X) = j P(Z)P (xlz)dz le ~ N(,H(Z),O'(Z))

u(z),o(z) is going to be estimated

q(z|x)

= flog -qIZ;Z)z )dz +f q(z|x)logP(x|z)dz

—KL(q(z1:)]|P(2)) zlx ~ N(u'(x), ' (x))

, P HX
X NN
- W o'(x)

Ly =fq(z|x)log (P(Z'x)> dz —fq(z|x)log (P(x|z)P(z)> dz




Connection with Network

3
D (exp(a) = (1 + ) + (m)?)
Minimizing KL(q(z|x)||P(z)) @ i=1

X » NN’ ’ w(x) (Refer to the Appendix B of
Q¢ 5'(x) the original VAE paper)

Maximizing
| aGlogPai2dz = By llogh(x12)
‘ close
, H(x) @y ;N 1(x) =) x
NN
i PEY g 8 o)

This is the auto-encoder



End of Warning



Pokémon Creation
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Writing Poetry

sentence »

NN "}'

Encoder ™

Code Space

—D

»

NN
Decoder

»

code

» sentence

exp

<.

4 — iwentto the store to buy some groceries.

i store to buy some groceries.

 —?

— | were to buy any groceries.

"come with me," she said.

"talk to me," she said.

"don’t worry about it," she said.

dl
<

Ref: http://www.wired.co.uk/article/google-artificial-intelligence-poetry

Samuel R. Bowman, Luke Vilnis, Oriol Vinyals, Andrew M. Dai, Rafal Jozefowicz, Samy
Bengio, Generating Sentences from a Continuous Space, arXiv prepring, 2015


http://www.wired.co.uk/article/google-artificial-intelligence-poetry

Problems of VAE

* It does not really try to simulate real images

code

»

NN
Decoder »

Output

_{

One pixel difference
from the target ;

[ &

E:

As close as
possible

—

v

Realistic

Fake

[ &

One pixel difference
from the target

VAE may just memorize the existing images, instead of

generating new images



Generative Models

Component-by-component

Autoencoder

Generative Adversarial Network

(GA N ) lan J. Good fellow, Jean Pouget-Abadie, Mehdi Mirza, Bing
Xu, David Warde-Farley, Sherijil Ozair, Aaron Courville, Yoshua
Bengio, Generative Adversarial Networks, arXiv preprint 2014




Cifar-10

* Which one is machine-generated?

le I o

Ref https: //opena| com/blog/generatlve models/



Yann LeCun’s comment

What are some recent and potentially upcoming
breakthroughs in unsupervised learning?

Written Jul 29 - Upvoted by Joaquin Quifionero Candela, Director Applied Machine
Learning at Facebook and Huang Xiao

@ Yann LeCun, Director of Al Research at Facebook and Professor at NYU 14_
L 57

Adversarial training is the coolest thing since sliced bread.
I've listed a bunch of relevant papers in a previous answer.
Expect more impressive results with this technique in the coming years.

What's missing at the moment is a good understanding of it so we can make it work
reliably. It’s very finicky. Sort of like ConvNet were in the 1990s, when I had the reputation
of being the only person who could make them work (which wasn't true).

https://www.quora.com/What-are-some-recent-and-
potentially-upcoming-breakthroughs-in-unsupervised-learning



Yann LeCun’s comment

What are some recent and potentially upcoming
breakthroughs in deep learning?

Yann LeCun, Director of Al Research at Facebook and Professor at NYU 14_
() Written Jul 29 - Upvoted by Joaquin Quifionero Candela, Director Applied Machine

Learning at Facebook and Nikhil Garg, | lead a team of Quora engineers working on
ML/NLP problems

The most important one, in my opinion, is adversarial training (also called GAN for
Generative Adversarial Networks). This is an idea that was originally proposed by Ian

Goodfellow when he was a student with Yoshua Bengio at the University of Montreal (he
since moved to Google Brain and recently to OpenAl).

This, and the variations that are now being proposed is the most interesting idea in the last
10 years in ML, in my opinion.

https://www.quora.com/What-are-some-recent-and-potentially-upcoming-breakthroughs-
in-deep-learning
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The evolution of generation
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Basic Idea of GAN

* The data we want to generate has a distribution

Pdata (X)

-

High
Probability

Image
Space

Pyata (x)

\ Low

Probability




Basic Idea of GAN

* A generator G is a network. The network defines a
probability distribution.

Normal Pg (x) Pdata(x)
Distribution
: G
As close as
It is difficult to compute P;(x) possible

We do not know what the distribution

looks like.
https://blog.openai.com/generative-models/



Basic Idea of GAN

Normal
Distribution
NN
®—> Generator
vl

Pyata (x)

Discri- It can be proofed that the
minator == 1/0 Joss the discriminator
vl related to JS divergence.




Normal
Distribution

Basic Idea of GAN ¥

| NN
Next step: Generator
* Updating the parameters of V2 wpde

generator
* To minimize the JS divergence
s ‘
The output be classified as [ 7.

» “real” (as close to 1 as possible) *

Generator + Discriminator = a network D.'SC”'
minator

Using gradient descent to update vl

the parameters in the generator, *

but fix the discriminator 1.0 N



GAN — —ZRITC NVIHEHR SR X,

Source of images: https://zhuanlan.zhihu.com/p/24767059
DCGAN: https://github.com/carpedm20/DCGAN-tensorflow
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GAN — *‘?TE:NF%EH%ERBZ '




GAN — *“HTE:NF@EH%ERBZ

20,000 rounds
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50,000 rounds K3 3



http://www.guokr.com/post/773890/

Why GAN is hard to train?
o] 21 EA BV ERET ...

Light-sensitive
cells Comea

Patch of light- Complex
sensitive cells

Better

Limpet



Why GAN is hard to train?

PGO(D/ Aata(x) ]S(PGlllpdata) = logz
? PGSO(M @) JS(Pe, |Paata) = log2

Not really better ......

P X
Gloo(/{dam(x) ]S(PGZHPdata) =0




Using Wasserstein distance
WGAN Instead of JS divergence

dg
& (Mata(@ W(PGlllpdat“) = do

dso

Better P, (x) P () W (P, ||Paaca) = dso
ata

P. (x

GlOOAata(X) W(PGzllpdatCl) =0
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oving on the code space
gl »I '.Il ll ll .nli b

ha .y,
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Alec Radford, Luke Metz, Soumith Chintala, Unsupervised Representation Learning
with Deep Convolutional Generative Adversarial Networks, ICLR, 2016




Moving on the code space

 Ref: http://qiita.com/mattya/items/e5bfe5e04b9d2f0bbd47
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Text to |mage Text » Generator » Image

This flower has small, round violet
petals with a dark puiple center

Y

This flower has small, round violet
petals with a dark purple center

L —
.

s~ NO O TN
5 N

Generator Network Discriminator Network

Scott Reed, Zeynep Akata, Xinchen Yan, Lajanugen Logeswaran, Bernt Schiele,
Honglak Lee, “Generative Adversarial Text-to-Image Synthesis”, ICML 2016

Han Zhang, Tao Xu, Hongsheng Li, Shaoting Zhang, Xiaolei Huang, Xiaogang
Wang, Dimitris Metaxas, “StackGAN: Text to Photo-realistic Image Synthesis
with Stacked Generative Adversarial Networks”, arXiv prepring, 2016

Scott Reed, Zeynep Akata, Santosh Mohan, Samuel Tenka, Bernt
Schiele, Honglak Lee, “Learning What and Where to Draw”, NIPS 2016



Text to |mage "red flower with

black center"

Caption

this flower has white petals and a yellow stamen

the center is yellow surrounded by wavy dark purple
petals

this flower has lots of small round pink petals
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Red hair, long hair
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Image-to-image Translation

Labels to Street Scene Labels to Facade BW to Color

input output input output
Day to Night Edges to Photo
728N
|'J’|' I» '.‘.
! h
AT
.| [I "fx Il
; b A
ol
| Y
I
.—;‘.1
input output

Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, Alexei A. Efros, “Image-to-Image
Translation with Conditional Adversarial Networks”, arXiv preprint, 2016



Image-to-image Translation
- Results




Paired ; Unpaired

Cycle GAN

https://arxiv.org/abs/1703.10593

Monet <_ Photos Zebras o Horses - Summer _ Winter

zebra — horse B

horse — zebra

4

Cezanne

Photograph Monet



Disco GAN

INPUT

ouTPUT

(b) Handbag images (input) & Generated shoe images (output)

:
= o 4 ;

https://arxiv.org/abs/1703.05192 (¢) Shoe images (input) & Generated handbag images (output)



wm=E =0~ H 50N
[ENEW GAME! Dt 5]

* http://qiita.com/Hi-
king/items/8d36d9029ad1203aac55



http://qiita.com/Hi-king/items/8d36d9029ad1203aac55

So many GANSs
...... Just name a few

Modifying the Different Structure from
Optimization of GAN the Original GAN

fGAN Conditional GAN

WGAN Semi-supervised GAN
Least-square GAN InfoGAN

Loss Sensitive GAN BiIGAN

Energy-based GAN Cycle GAN
Boundary-seeking GAN Disco GAN

Unroll GAN VAE-GAN
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